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A fascinante jornada da computacao: Das salas

refrigeradas a nuvem AWS

Os primoérdios da computagao: Mainframes e o poder centralizado

Nossa jornada pela evolugdo da computagao, que culmina nos modernos servigos
de nuvem como a AWS, comeca em um passado nao tao distante, mas
tecnologicamente muito diferente. Imagine um tempo, entre as décadas de 1940 e
1960, onde a propria ideia de um "computador" evocava imagens de maquinas
colossais, verdadeiros gigantes metalicos que ocupavam salas inteiras, muitas
vezes necessitando de sistemas de refrigeragdo robustos para manter sua
temperatura operacional. Esses eram os mainframes, os precursores da
computacdo moderna. O ENIAC (Electronic Numerical Integrator and Computer),
concluido em 1946, € um exemplo emblematico dessa era. Com suas 17.468
valvulas, 70.000 resistores, 10.000 capacitores, e pesando cerca de 30 toneladas,
ele consumia energia suficiente para abastecer uma pequena vila e era dedicado
principalmente a calculos balisticos complexos para o exército americano. A
programacao dessas maquinas era uma tarefa herculea, envolvendo a

reconfiguragao fisica de cabos e interruptores.

Avangando um pouco, nas décadas de 1960 e 1970, os mainframes, como os da

série IBM System/360, tornaram-se a espinha dorsal da computacéo para grandes
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corporacdes e instituicdes governamentais. Eram sistemas altamente centralizados.
O poder de processamento, o armazenamento de dados e toda a légica de controle
residiam nessa unica maquina central. Os usuarios interagiam com o mainframe por
meio de terminais "burros", que nada mais eram do que dispositivos de entrada e
saida (teclado e tela), sem capacidade de processamento préprio. Pense, por
exemplo, em um grande banco da época. Todas as transagdes, saldos de contas, e
informagdes de clientes eram processados e armazenados no mainframe central.
Um operador de caixa em uma agéncia utilizaria um terminal para consultar o saldo
de um cliente; essa requisicao viajaria até o mainframe, seria processada, € a
resposta retornaria ao terminal. N&o havia processamento local na agéncia além da

simples exibi¢do dos dados.

O modelo de operagao predominante era o batch processing (processamento em
lote). Tarefas computacionais eram agrupadas em lotes e submetidas ao mainframe
para serem processadas sequencialmente. Imagine uma empresa processando sua
folha de pagamento no final do més. Todos os dados dos funcionarios (horas
trabalhadas, salarios, dedugdes) eram coletados, talvez em cartdes perfurados ou
fitas magnéticas, e alimentados no sistema como um grande lote. O mainframe
entdo processaria cada registro, um apos o outro, gerando os contracheques e
relatorios. Ndo havia interatividade em tempo real como conhecemos hoje. Se
houvesse um erro nos dados de entrada, ele s6 seria descoberto apds o

processamento do lote inteiro, exigindo corre¢gées e um novo processamento.

Posteriormente, surgiu o conceito de time-sharing (tempo compartilhado), uma
inovacéo significativa. Sistemas de tempo compartilhado permitiam que multiplos
usuarios acessassem o mesmo mainframe simultaneamente, cada um através de
seu terminal. O sistema operacional do mainframe era inteligente o suficiente para
alocar pequenas fatias de tempo de processamento para cada usuario de forma
rotativa e tdo rapida que cada um tinha a ilusdo de estar utilizando o sistema
exclusivamente. Considere uma universidade nos anos 70, onde diversos
estudantes de programacao poderiam estar escrevendo e testando seus programas
ao mesmo tempo, todos conectados ao mainframe central. Cada estudante
submetia comandos, e o sistema respondia individualmente a cada um, gerenciando

0s recursos computacionais de forma compartilhada. Essa foi uma primeira tentativa



de democratizar o acesso ao poder computacional, embora ainda estritamente
vinculado a presenca fisica de um terminal conectado diretamente ou por linhas
telefbnicas dedicadas ao computador central. A ideia de "recursos sob demanda"
ainda estava muito distante, pois a capacidade era finita, cara e rigidamente
controlada por equipes especializadas que operavam essas "salas refrigeradas”. O
custo de aquisicao e manutencdo de um mainframe era proibitivo para a maioria das

organizagoes, limitando o acesso a computagao a um grupo seleto.

A revolugao dos computadores pessoais e a descentralizagao inicial

A paisagem da computagdo comegou a mudar drasticamente a partir do final da
década de 1970 e, principalmente, durante os anos 1980. A chegada dos
microprocessadores, como o Intel 8080 e, posteriormente, o MOS Technology 6502,
abriu caminho para uma nova era: a dos computadores pessoais (PCs). Maquinas
como o Apple Il, o IBM PC e seus inumeros clones comecaram a popularizar a
computacéo, tirando-a exclusivamente das grandes salas refrigeradas e levando-a
para as mesas de escritérios e, eventualmente, para os lares. Essa foi uma
verdadeira revolu¢gdo, marcando um movimento significativo em diregédo a

descentralizagado do poder computacional.

Com o PC, cada usuario passou a ter sua propria unidade de processamento,
memoria e armazenamento. Programas e dados podiam residir localmente no disco
rigido do computador. Imagine um contador que, antes, dependia do tempo de
processamento de um mainframe ou de um minicomputador departamental para
rodar suas planilhas financeiras. Com um PC e um software como o Lotus 1-2-3 ou
o VisiCalc, ele podia realizar seus calculos, analises e gerar relatérios diretamente
em sua mesa, com total autonomia e controle sobre seus dados e processos. Essa
capacidade de processamento local e individualizado representou um ganho imenso

em produtividade e flexibilidade para muitos profissionais.

No entanto, essa descentralizagao trouxe novos desafios. Se cada computador era
uma ilha de informacgao, como compartilhar dados e recursos de forma eficiente? A
resposta veio com as Redes Locais (LANs - Local Area Networks). Tecnologias

como a Ethernet permitiram que os PCs dentro de um mesmo escritério ou edificio

fossem interconectados. Isso deu origem ao modelo cliente-servidor. Neste modelo,



alguns computadores mais robustos, chamados servidores, eram designados para
realizar tarefas especificas, como gerenciar arquivos compartilhados (servidor de
arquivos), impressoras (servidor de impressao) ou bancos de dados (servidor de
banco de dados). Os PCs dos usuarios, agora atuando como clientes, podiam

acessar esses recursos compartilhados através da rede.

Considere um escritorio de advocacia nos anos 90. Cada advogado teria seu PC
para redigir peticdes e pareceres. Em vez de cada um salvar seus documentos
apenas em seu proéprio disquete ou disco rigido, dificultando a colaboragéo e o
backup, a empresa poderia ter um servidor de arquivos central. Os advogados
salvariam seus documentos em pastas compartilhadas nesse servidor, permitindo
que outros colegas acessassem as versdes mais recentes, e a equipe de Tl poderia
realizar backups centralizados de todos os documentos importantes. Para ilustrar
ainda mais, se houvesse apenas uma impressora de alta qualidade no escritério, ela
poderia ser conectada a um servidor de impressao. Qualquer advogado na rede
poderia enviar seus documentos para impressao nessa impressora central, em vez

de cada PC precisar de sua prépria impressora.

Esse modelo cliente-servidor foi um passo crucial. Ele combinava a conveniéncia e
o poder de processamento local dos PCs com a capacidade de compartilhar
recursos e dados de forma centralizada, mas em uma escala muito menor e mais
distribuida que os antigos mainframes. N&o era mais uma unica maquina
onipotente, mas uma rede de maquinas colaborando. No entanto, a gestdo dessa
infraestrutura — servidores, cabos de rede, sistemas operacionais de rede como
Novell NetWare ou Windows NT Server — ainda demandava conhecimento técnico
especializado e um investimento consideravel em hardware e software. A
escalabilidade também era um desafio. Se o servidor de arquivos ficasse
sobrecarregado, a solugado geralmente envolvia a compra de um hardware mais
potente, um processo que poderia ser caro e demorado. Estavamos ainda longe da
flexibilidade e elasticidade que a nuvem viria a oferecer, mas a semente da
computacéo distribuida e do compartilhamento de recursos ja estava plantada e

crescendo.

O surgimento da internet e a conectividade global: Um novo paradigma



Enquanto os computadores pessoais e as redes locais transformavam os
escritorios, uma outra revolugdo, ainda mais abrangente, estava ganhando forca: a
Internet. Originalmente um projeto de pesquisa militar e académico (ARPANET), a
Internet comegou a se popularizar no inicio dos anos 1990 com o advento da World
Wide Web (WWW), criada por Tim Berners-Lee. A WWW, com sua interface grafica
amigavel proporcionada pelos primeiros navegadores como o Mosaic e,
posteriormente, o Netscape Navigator e o Internet Explorer, tornou a Internet
acessivel a um publico muito mais amplo. Este foi um ponto de inflexao,

estabelecendo um novo paradigma de conectividade global.

A Internet permitiu que computadores e redes de todo o mundo se comunicassem
entre si, quebrando barreiras geograficas de uma forma sem precedentes. De
repente, a informagao podia ser compartilhada instantaneamente em escala global.
Empresas comegaram a ver o potencial de usar a Internet para marketing,
comunicagao com clientes e até mesmo para vendas diretas através dos primeiros
sites de comércio eletronico. Para ilustrar, uma pequena livraria que antes atendia
apenas sua comunidade local agora poderia, teoricamente, listar seus livros em um
site e vendé-los para qualquer pessoa no mundo com acesso a Internet. Isso abriu

um leque de oportunidades completamente novo.

Com o crescimento da presencga online, surgiu uma necessidade critica: hospedar
esses sites e as aplicagdes web emergentes. Inicialmente, muitas empresas
tentavam hospedar seus préprios servidores web internamente. Isso significava
adquirir hardware de servidor, garantir uma conexao de Internet confiavel e de alta
velocidade (que era cara e rara na época), configurar e manter o software do
servidor web (como Apache ou IIS), e lidar com questdes de seguranga e energia.
Imagine uma empresa de médio porte decidindo lancar seu primeiro website
institucional nos meados dos anos 90. A equipe de Tl interna, ja ocupada com a
rede local e o suporte aos PCs, agora teria que aprender a gerenciar um servidor
web exposto a Internet, 24 horas por dia, 7 dias por semana. Isso incluia se
preocupar com ataques de hackers, picos de trafego derrubando o servidor, falhas

de hardware, e a necessidade de atualizagcbes constantes.

Rapidamente, tornou-se evidente que hospedar e gerenciar servidores conectados a

Internet era uma tarefa complexa e custosa, especialmente para pequenas e médias



empresas. Essa complexidade deu origem aos primeiros Provedores de Servigo de
Internet (ISPs) que ofereciam também servigcos de hospedagem de sites. Uma

empresa poderia "alugar" um espaco em um servidor de um ISP para hospedar seu
site, eliminando a necessidade de gerenciar a infraestrutura fisica diretamente. Era
uma forma primitiva de terceirizagdo de infraestrutura. Considere, por exemplo, um
jornal local querendo ter uma versao online de suas noticias. Em vez de montar um
data center préprio, ele poderia contratar um provedor de hospedagem que ja

possuia a infraestrutura e a expertise para manter os servidores online e acessiveis.

Esse movimento em dire¢cao a hospedagem terceirizada foi um precursor importante
para o conceito de nuvem. As empresas comecaram a se sentir confortaveis com a
ideia de que seus dados e aplicagcdes néo precisavam residir fisicamente em suas
préprias instalacoes. A Internet fornecia o canal de acesso, e os provedores de
hospedagem ofereciam a infraestrutura. No entanto, esses primeiros servigos de
hospedagem eram muitas vezes inflexiveis. Geralmente, vocé contratava um plano
com uma quantidade fixa de armazenamento e largura de banda. Se seu site se
tornasse subitamente popular e o trafego excedesse o limite contratado, ele poderia
sair do ar ou gerar custos adicionais significativos. A escalabilidade era manual e
reativa. Se vocé precisasse de mais capacidade, teria que contatar o provedor e
solicitar um upgrade, o que poderia levar tempo. Apesar dessas limitagdes, a
Internet e a necessidade de hospedagem de servigos online foram fundamentais
para pavimentar o caminho para modelos mais dindmicos e flexiveis de
fornecimento de infraestrutura computacional, como os que veriamos surgir com a
computacdo em nuvem. A conectividade global tornou-se o tecido sobre o qual a

nuvem seria tecida.

Virtualizagao: A semente tecnoldgica essencial para a nuvem

Paralelamente ao crescimento da Internet e das necessidades de hospedagem,
outra tecnologia fundamental estava amadurecendo e se preparando para
desempenhar um papel crucial na revolugdo da computacdo em nuvem: a
virtualizagdo. Embora os conceitos de virtualizagdo remontem aos mainframes da
década de 1960 (com sistemas como o CP-40 da IBM, precursor do VM/CMS), foi

sua aplicacdao em plataformas x86 no final dos anos 1990 e inicio dos anos 2000



que realmente desencadeou seu potencial transformador para a infraestrutura de Tl

moderna.

Mas o que é virtualizagdo? Em esséncia, virtualizagédo é a criagdo de uma versao
virtual — em vez de fisica — de um recurso computacional, como um sistema
operacional, um servidor, um dispositivo de armazenamento ou recursos de rede.
No contexto de servidores, a virtualizacdo permite que um unico servidor fisico
execute multiplos sistemas operacionais e aplica¢des independentemente, como se
cada um estivesse rodando em sua prépria maquina dedicada. Isso é alcangado
através de uma camada de software chamada hypervisor (ou monitor de maquina
virtual - VMM), que se situa entre o hardware fisico e os sistemas operacionais
virtuais. O hypervisor gerencia e aloca os recursos do hardware fisico (CPU,
memoria, disco, rede) entre as diversas maquinas virtuais (VMs) que estdo rodando

sobre ele.

Para ilustrar, imagine uma empresa que, antes da virtualizagdo em massa,
precisava de trés servidores fisicos distintos: um para o seu sistema de e-mail, outro
para o banco de dados de clientes e um terceiro para hospedar o website interno da
intranet. Cada um desses servidores fisicos poderia estar utilizando apenas uma
pequena fragao de sua capacidade total de processamento e memaoria na maior
parte do tempo — digamos, 15% de utilizagdo da CPU em média. Isso significava um
desperdicio consideravel de recursos de hardware, energia elétrica para
alimenta-los e resfria-los, e espaco fisico no data center. Com a virtualizagao, essa
empresa poderia, por exemplo, adquirir um unico servidor fisico mais robusto e,
usando um hypervisor como VMware ESXi, Xen ou Microsoft Hyper-V, criar trés
maquinas virtuais isoladas nesse unico hardware. Uma VM rodaria o sistema de
e-mail, outra o banco de dados e a terceira o site da intranet. Cada VM se
comportaria como um servidor independente, com seu préprio sistema operacional e
aplicagdes, mas todas compartilhando os recursos do mesmo hardware fisico
subjacente de forma muito mais eficiente. A utilizagdo média do servidor fisico
poderia subir para 60-80%, representando uma consolidagao significativa e

economia de custos.

Os beneficios da virtualizagao foram imensos e prepararam o terreno para a nuvem

de varias maneiras:



1. Eficiéncia de Recursos: Como no exemplo acima, a capacidade de
executar multiplas VMs em um unico servidor fisico melhorou drasticamente
a utilizacado do hardware, reduzindo o numero de servidores ociosos. Isso se
traduziu em economia de custos com hardware, energia e espaco.

2. Isolamento: As VMs sao isoladas umas das outras. Uma falha ou problema
de seguranga em uma VM geralmente ndo afeta as outras VMs rodando no
mesmo servidor fisico. Isso permitiu que diferentes cargas de trabalho, com
diferentes requisitos de sistema operacional ou seguranga, coexistissem no
mesmo hardware.

3. Provisionamento Rapido: Criar uma nova maquina virtual € muito mais
rapido do que adquirir, instalar e configurar um novo servidor fisico. Uma
nova VM pode ser provisionada em minutos, enquanto um servidor fisico
pode levar dias ou semanas para estar operacional. Imagine precisar de um
servidor temporario para um projeto de desenvolvimento de curto prazo. Com
a virtualizagao, era possivel clonar uma VM existente ou criar uma nova a
partir de um template rapidamente, e depois desativa-la quando nao fosse
mais necessaria.

4. Portabilidade e Migragao: Maquinas virtuais sdo, essencialmente, arquivos.
Isso tornou possivel mover uma VM de um servidor fisico para outro com
relativa facilidade (migragéo ao vivo, em alguns casos, sem interrupgao de
servigo), para balanceamento de carga ou manutencao de hardware.

5. Gerenciamento Centralizado: Ferramentas de gerenciamento de
virtualizagao permitiram que administradores de TI controlassem e
monitorassem centenas de VMs a partir de um unico console, simplificando a

administragao de ambientes de servidores complexos.

Essa capacidade de abstrair o software do hardware subjacente, de criar instancias
computacionais isoladas e sob demanda, e de gerencia-las eficientemente foi a
semente tecnoldgica absolutamente essencial para a computagdo em nuvem. A
nuvem pegou esses conceitos de virtualizagdo e os ampliou massivamente,
adicionando camadas de automacéo, autoatendimento, escalabilidade elastica e um
modelo de pagamento conforme o uso, permitindo que esses recursos virtualizados

fossem oferecidos como um servico pela Internet. Sem a maturidade da



virtualizagao, a computacdo em nuvem como a conhecemos hoje, incluindo a AWS,

simplesmente nao seria viavel.

Os primeiros servigos precursores da nuvem: ASPs e provedores de

hospedagem gerenciada

Antes que o termo "computagdo em nuvem" se popularizasse e gigantes como a
AWS definissem o mercado, existiram modelos de negdcios e servigos que atuaram
como importantes precursores, testando as aguas da entrega de software e
infraestrutura como um servico pela Internet. Entre eles, destacam-se os Application
Service Providers (ASPs) e os provedores de hospedagem gerenciada, que

surgiram principalmente no final da década de 1990 e inicio dos anos 2000.

Os Application Service Providers (ASPs) ofereciam acesso a aplicagdes de software
especificas pela rede, geralmente a Internet, mediante uma taxa de assinatura. Em
vez de uma empresa comprar licengas de software, instala-lo em seus proprios
servidores ou PCs e gerencia-lo internamente, ela poderia contratar um ASP para
fornecer o software como um servigco. Os usuarios acessariam a aplicacao
remotamente, tipicamente através de um navegador web ou um cliente dedicado.
Por exemplo, uma pequena empresa que precisasse de um software de CRM
(Customer Relationship Management) poderia, em vez de arcar com os altos custos
de aquisi¢cao e implantacdo de um sistema como o Siebel em seus préprios
servidores, contratar um ASP que oferecesse uma solu¢cdo de CRM hospedada. Os
funcionarios dessa pequena empresa acessariam o CRM online, e o ASP seria
responsavel por toda a infraestrutura, manutencao do software, backups e
atualizagdes. Um dos exemplos mais notorios e bem-sucedidos que emergiu desse
modelo ASP e evoluiu para o que hoje conhecemos como Software as a Service
(SaaS) é a Salesforce.com, fundada em 1999, que revolucionou o mercado de CRM

ao entrega-lo inteiramente pela web.

O modelo ASP, embora promissor, enfrentou alguns desafios. A velocidade e a
confiabilidade da Internet no inicio dos anos 2000 ainda n&o eram ideais, o que
podia afetar a experiéncia do usuario. A integragédo dessas aplicagées hospedadas
com os sistemas legados das empresas também era um obstaculo. Além disso, a

personalizacao das aplicagdes oferecidas pelos ASPs era muitas vezes limitada. No



entanto, a ideia central — consumir software como um servico, pagando pelo uso em
vez da posse, e deixando a complexidade da gestéo para um terceiro — foi um

passo fundamental em dire¢cado a nuvem.

Paralelamente, os provedores de hospedagem evoluiram para oferecer servigos
mais sofisticados, conhecidos como "hospedagem gerenciada" (managed hosting).
Diferentemente da hospedagem compartilhada basica, onde varios sites dividiam os
recursos de um mesmo servidor com pouca customizagao, a hospedagem
gerenciada oferecia aos clientes servidores dedicados ou ambientes virtualizados
com um nivel muito maior de suporte e gerenciamento por parte do provedor.
Imagine uma empresa de comércio eletrébnico de médio porte que ndo queria ou nao
tinha expertise para gerenciar seus proprios servidores web, servidores de banco de
dados, firewalls e sistemas de backup. Ela poderia contratar um provedor de
hospedagem gerenciada. Esse provedor ndo apenas alugaria o hardware, mas
também se encarregaria da configuragao inicial, monitoramento 24/7, aplicagéo de
patches de seguranga, backups, recuperagédo de desastres e suporte técnico
especializado. Essencialmente, a empresa cliente terceirizava a maior parte da

operacao de sua infraestrutura de Tl para o provedor.

Considere um cenario onde uma empresa de midia online espera picos de trafego
durante grandes eventos. Com um servigo de hospedagem gerenciada, ela poderia
trabalhar com o provedor para planejar o aumento de capacidade, e a equipe do
provedor se encarregaria dos aspectos técnicos para garantir que os servidores
suportassem a carga adicional. Isso era mais flexivel do que manter tudo
internamente, mas ainda n&o possuia a elasticidade e o autoatendimento
instantaneo caracteristicos da nuvem. Geralmente, as mudancas de capacidade
ainda precisavam ser negociadas e implementadas pelos técnicos do provedor,

envolvendo contratos e prazos.

Esses modelos, ASP e hospedagem gerenciada, foram cruciais porque comegaram
a mudar a mentalidade das empresas sobre como a Tl poderia ser consumida. Eles

introduziram os conceitos de:

e Terceirizagao da complexidade: Deixar a gestdo de hardware e software

para especialistas.



e Custos operacionais (OpEx) em vez de custos de capital (CapEx): Pagar
assinaturas mensais em vez de grandes investimentos iniciais em
infraestrutura.

e Acesso via Internet: Utilizar a rede global como meio de entrega dos

servigos.

Embora ndo oferecessem a escalabilidade dinédmica, a granularidade de pagamento
por uso ou a vasta gama de servigos que a nuvem da AWS traria, os ASPs e os
provedores de hospedagem gerenciada educaram o mercado e demonstraram a
viabilidade de entregar recursos computacionais como um servigo. Eles foram os
degraus sobre os quais a verdadeira computagdo em nuvem seria construida,
tornando a transigdo para modelos como laaS (Infrastructure as a Service) e SaaS

(Software as a Service) muito mais natural quando eles finalmente surgiram.

O nascimento da AWS: Da necessidade interna a revolugao global

A histéria da Amazon Web Services (AWS) € um exemplo fascinante de como a
solucao para um desafio interno de uma empresa pode se transformar em um
negocio global multibilionario e redefinir uma industria inteira. No inicio dos anos
2000, a Amazon.com, ja uma gigante do comércio eletrénico, enfrentava enormes
desafios de escalabilidade e agilidade em sua prépria infraestrutura de TI. A
empresa precisava lancar novos projetos e funcionalidades rapidamente, mas seus
times de desenvolvimento muitas vezes ficavam paralisados, esperando que a
infraestrutura de servidores, armazenamento e bancos de dados fosse provisionada,

um processo que podia levar semanas ou meses.

A Amazon possuia uma vasta e complexa infraestrutura distribuida para suportar
seu site de varejo, mas essa infraestrutura era composta por equipes e sistemas
muitas vezes isolados, cada um com sua prépria maneira de operar. Benjamin
Black, um dos engenheiros da Amazon na época, descreveu em um paper interno
como a empresa era ineficiente em construir e escalar seus servigos. A ideia
comegou a tomar forma: e se a Amazon pudesse padronizar e abstrair os
componentes de sua infraestrutura — computacao, armazenamento, bancos de

dados — em um conjunto de servigos basicos que pudessem ser consumidos de



forma programatica, por demanda, tanto por equipes internas quanto,

eventualmente, por desenvolvedores externos?

Essa visao interna de construir uma infraestrutura muito mais eficiente, confiavel e
escalavel para suas proprias operagdes de varejo foi a semente da AWS. Os lideres
da Amazon, incluindo Jeff Bezos, perceberam que a expertise que a empresa
estava desenvolvendo na constru¢ao e operagao de infraestrutura de larga escala
poderia ser, ela mesma, um produto. Se a Amazon precisava desses blocos de

construcao fundamentais, outras empresas e desenvolvedores também precisariam.

O primeiro servico da AWS a ser lancado publicamente foi o Amazon SQS (Simple
Queue Service) em novembro de 2004. O SQS é um servigo de enfileiramento de
mensagens que permite desacoplar componentes de aplicagdes distribuidas.
Embora nao tenha sido o servigo mais chamativo, ele sinalizou a intencéo da

Amazon de oferecer primitivos de infraestrutura para desenvolvedores.

O verdadeiro divisor de aguas veio em margo de 2006, com o langamento do
Amazon S3 (Simple Storage Service). O S3 oferecia armazenamento de objetos
altamente escalavel, confidvel e de baixo custo pela Internet. Desenvolvedores
poderiam armazenar e recuperar qualquer quantidade de dados, a qualquer
momento, de qualquer lugar da web, pagando apenas pelo que usassem. Para
ilustrar, uma startup de compartilhamento de fotos que surgisse naquela época, em
vez de investir pesadamente em seus proprios sistemas de armazenamento caros e
complexos, poderia usar o S3 para armazenar todas as fotos de seus usuarios de
forma econdmica e escalavel. Se o servigo crescesse rapidamente, o S3 escalaria
junto, sem a necessidade de comprar mais discos ou servidores de

armazenamento.

Poucos meses depois, em agosto de 2006, a Amazon langou o Amazon EC2
(Elastic Compute Cloud). O EC2 permitia que os usuarios alugassem servidores
virtuais (chamados de "instancias") na nuvem e os provisionassem em minutos. Era
possivel escolher entre diferentes tipos de instancias, com variadas capacidades de
CPU, memdria e armazenamento, e pagar apenas pelas horas que fossem
utilizadas. Imagine uma empresa de pesquisa cientifica que precisasse de um

grande poder computacional para rodar simulagdes complexas por um periodo



curto, digamos, uma semana. Antes do EC2, ela teria que comprar ou alugar
supercomputadores caros. Com o EC2, ela poderia provisionar dezenas ou
centenas de instancias, rodar suas simulagdes e, ao final, desliga-las, pagando
apenas pelo tempo de uso. Essa elasticidade e o modelo de pagamento por uso

(pay-as-you-go) foram revolucionarios.

A combinacio de S3 para armazenamento e EC2 para computacado formou o nucleo
da oferta de Infrastructure as a Service (laaS) da AWS. Pela primeira vez, qualquer
pessoa com um cartao de crédito poderia ter acesso, em questao de minutos, a
recursos computacionais que antes estavam disponiveis apenas para grandes
corporacdes com orgamentos de Tl milionarios. A AWS efetivamente democratizou

0 acesso a infraestrutura de computagéo.

O que tornou a AWS tao disruptiva nao foi apenas a tecnologia em si (virtualizagao e

automacao em larga escala), mas o modelo de negdcios:

e Autoatendimento: Usuarios podiam provisionar recursos através de um
console web ou APls, sem precisar falar com um vendedor.

e Pagamento por uso: Pagar apenas pelos recursos consumidos, sem
contratos de longo prazo ou taxas iniciais.

e Elasticidade: A capacidade de aumentar ou diminuir os recursos
rapidamente, conforme a demanda.

e Ampla gama de servigos: Embora tenha comegado com alguns servigos
chave, a AWS rapidamente expandiu seu portfélio para incluir bancos de
dados, redes, ferramentas de desenvolvimento, analise de dados, machine

learning e muito mais.

A Amazon apostou que, ao fornecer esses blocos de construcao de infraestrutura de
forma barata, confiavel e facil de usar, ela poderia liberar a inovagao. E foi
exatamente o que aconteceu. Startups puderam nascer e crescer rapidamente sem
grandes investimentos iniciais em hardware. Empresas estabelecidas puderam
experimentar novas ideias e migrar suas cargas de trabalho para a nuvem,
ganhando agilidade e reduzindo custos. A AWS nao apenas nasceu de uma

necessidade interna, mas transformou-se em uma for¢ca motriz da inovagao



tecnoldgica global, mudando fundamentalmente a forma como as aplicagbes sao

construidas, implantadas e gerenciadas.

A evolugdo da AWS e a expansao do conceito de Cloud Computing

Apobs os langamentos seminais do S3 e EC2 em 2006, a Amazon Web Services nao
descansou sobre os louros. Pelo contrario, iniciou um ciclo implacavel de inovacao e
expansao que continua até hoje, adicionando novos servigos e funcionalidades a um
ritmo impressionante. Essa evolugao continua da AWS nao apenas solidificou sua
lideranga no mercado, mas também ajudou a definir e popularizar os diferentes

modelos e capacidades da computagcdo em nuvem como um todo.

Nos anos seguintes aos langamentos iniciais, a AWS sistematicamente abordou
outras pecgas fundamentais do quebra-cabecga da infraestrutura de Tl. Langou
servicos de banco de dados gerenciados, como o Amazon RDS (Relational
Database Service) em 2009, que facilitava a configuragdo, operagao e
escalabilidade de bancos de dados relacionais populares como MySQL,
PostgreSQL, Oracle e SQL Server na nuvem. Imagine uma equipe de
desenvolvimento que, antes, gastaria dias configurando um servidor de banco de
dados, instalando o software, ajustando parametros de performance e planejando
backups. Com o RDS, eles poderiam provisionar um banco de dados pronto para
uso em minutos, com backups automatizados, patches de seguranca aplicados e a
capacidade de escalar com alguns cliques. Isso permitiu que as equipes se
concentrassem mais no desenvolvimento de suas aplicagbes e menos na

administragao de bancos de dados.

A AWS também expandiu suas ofertas de rede com o Amazon VPC (Virtual Private
Cloud) em 2009, permitindo que os usuarios criassem redes isoladas logicamente
dentro da nuvem AWS, ganhando maior controle sobre seu ambiente de rede virtual,
incluindo a selegao de seus proprios intervalos de enderecos IP, criacdo de
sub-redes e configuragao de tabelas de rotas e gateways de rede. Para uma
empresa preocupada com seguranga e conformidade, a VPC ofereceu uma maneira
de replicar sua topologia de rede local na nuvem, com firewalls (Security Groups e

Network ACLs) para controlar o trafego de entrada e saida.



O conceito de Cloud Computing em si comecgou a ser mais claramente categorizado

em modelos de servico, e a AWS forneceu exemplos concretos para cada um:

1. Infrastructure as a Service (laaS): Este foi o ponto de partida da AWS com
EC2 (computagao), S3/EBS (armazenamento) e VPC (rede). O laaS fornece
os blocos de construcao fundamentais de TI: servidores virtuais,
armazenamento, redes. O cliente gerencia o sistema operacional, as
aplicagdes e os dados, enquanto o provedor (AWS) gerencia a infraestrutura
fisica subjacente.

2. Platform as a Service (PaaS): A AWS comecgou a oferecer servigos que
abstraiam ainda mais a infraestrutura, permitindo que os desenvolvedores se
concentrassem apenas no cédigo e nas aplicagdes, sem se preocupar com 0
gerenciamento do sistema operacional ou do ambiente de execugdo. O AWS
Elastic Beanstalk, langado em 2011, € um exemplo. Um desenvolvedor pode
simplesmente fazer o upload de seu codigo (Java, .NET, PHP, Node.js,
Python, Ruby, Go, Docker) e o Elastic Beanstalk automaticamente cuida do
provisionamento da capacidade, balanceamento de carga, auto-scaling e
monitoramento da saude da aplicagao.

3. Software as a Service (SaaS): Embora a AWS seja primariamente uma
provedora de laaS e PaaS, ela também oferece algumas aplicagbes SaaS
(como o Amazon WorkMail para e-mail empresarial) e, crucialmente, fornece
a plataforma sobre a qual inUmeras outras empresas constroem e oferecem
suas proéprias solugdes SaaS. Pense em empresas como Netflix, Dropbox
(que comegou no S3) ou a ja mencionada Salesforce (que também usa
partes da AWS); elas utilizam a infraestrutura da AWS para entregar seus

produtos de software aos usuarios finais.

O sucesso inicial da AWS e a crescente demanda por servigos de nuvem nao
passaram despercebidos. Outras gigantes da tecnologia entraram no mercado,
notadamente a Microsoft com o Azure (langado inicialmente como Windows Azure
em 2008 e rebatizado em 2010) e o Google com o Google Cloud Platform (GCP,
cujos servigos comegaram a tomar forma mais robusta por volta de 2008-2011).
Essa concorréncia impulsionou ainda mais a inovagao e a redugao de pregos em

todo o setor.



A AWS continuou a diversificar enormemente seu portfélio, entrando em areas

como.

e Analise de Big Data: Com servigcos como Amazon EMR (Elastic
MapReduce) para processamento distribuido e Amazon Redshift para data
warehousing.

e Inteligéncia Artificial e Machine Learning: Com Amazon SageMaker para
construir, treinar e implantar modelos de ML, e servicos de IA pré-treinados
como Amazon Rekognition (analise de imagem e video) e Amazon Polly
(texto para fala).

e Internet of Things (loT): Com AWS loT Core para conectar e gerenciar
dispositivos.

e Computacao Serverless: Com AWS Lambda, langado em 2014, que permite
executar codigo em resposta a eventos sem provisionar ou gerenciar
servidores. Imagine uma fun¢do que redimensiona uma imagem
automaticamente toda vez que ela é carregada no S3. Com Lambda, vocé
paga apenas pelo tempo de execugao do cédigo, em milissegundos, e nao ha

servidores para gerenciar.

Essa expansao continua transformou a AWS de uma fornecedora de infraestrutura
basica em uma plataforma abrangente para praticamente qualquer tipo de carga de
trabalho computacional. A evolugao da AWS foi, em muitos aspectos, a evolugao da
propria computagdo em nuvem, demonstrando como os recursos de Tl poderiam ser
entregues de forma flexivel, escalavel e econdmica, impulsionando a inovagado em

empresas de todos os tamanhos e setores.

Impacto e transformacgao digital: Como a nuvem moldou o mundo

moderno

A ascenséao da computagdo em nuvem, liderada e popularizada em grande parte
pela AWS, nao foi apenas uma mudancga tecnoldgica incremental; foi uma forga
transformadora que remodelou fundamentalmente a maneira como as empresas
operam, como a inovagao acontece e como consumimos tecnologia no dia a dia. O
impacto da nuvem é tao profundo que se tornou um dos pilares centrais da

chamada "transformacgéo digital" que varre industrias em todo o globo.



Antes da nuvem, iniciar um empreendimento tecnoldgico que exigisse uma
infraestrutura de Tl significativa era um processo caro e demorado.
Empreendedores precisavam levantar capital substancial para comprar servidores,
software, contratar equipes de Tl especializadas e esperar semanas ou meses para
ter tudo funcionando. A nuvem mudou radicalmente esse cenario. Considere o caso
de uma startup com uma ideia inovadora para um aplicativo moével. Com a AWS, os
fundadores podem, em questao de horas e com um investimento inicial minimo,
provisionar servidores virtuais (EC2), bancos de dados (RDS), armazenamento de
arquivos (S3) e comegar a desenvolver e testar sua aplicagdo. Se o aplicativo se
tornar um sucesso viral da noite para o dia, a infraestrutura da nuvem pode escalar
automaticamente (ou com intervengdo minima) para lidar com milhées de usuarios.
Empresas como Airbnb, Pinterest, e Slack sdo exemplos classicos de startups que
alavancaram a nuvem para escalar rapidamente seus negdcios globalmente, algo
gue seria quase impensavel na era pré-nuvem sem investimentos massivos em data

centers préprios.

A agilidade e a velocidade de inovagéao proporcionadas pela nuvem também
revolucionaram empresas estabelecidas. Organizag¢des que antes levavam meses
ou até anos para langar um novo produto ou servico digital agora podem
experimentar, iterar e implantar novas funcionalidades em semanas ou dias. Para
ilustrar, um grande banco tradicional pode querer desenvolver um novo aplicativo de
mobile banking com recursos de inteligéncia artificial para analise de gastos.
Utilizando os servicos de PaaS e IA/ML da AWS, a equipe de desenvolvimento do
banco pode criar prototipos rapidamente, testar diferentes modelos de machine
learning e langar o aplicativo muito mais rapido do que se tivessem que construir
toda a infraestrutura especializada internamente. Essa capacidade de "falhar rapido"
e aprender com os experimentos é crucial no ambiente de negdcios competitivo de

hoje.

A nuvem também foi 0 motor que tornou viaveis e acessiveis outras tecnologias

transformadoras:

e Big Data e Analytics: A capacidade de armazenar e processar volumes
massivos de dados de forma econdmica na nuvem (usando servigos como

S3, Redshift, EMR) permitiu que empresas de todos os tamanhos extraissem



insights valiosos de seus dados, otimizando operagdes, personalizando
experiéncias de clientes e descobrindo novas oportunidades de negdcios.
Imagine uma empresa de varejo analisando terabytes de dados de
transagdes de clientes, combinados com dados de midias sociais, para
prever tendéncias de compra e otimizar seus estoques em tempo real.

e Internet of Things (loT): A proliferacao de dispositivos conectados — de
sensores industriais a eletrodomésticos inteligentes — gera um fluxo
constante de dados. A nuvem fornece a espinha dorsal para coletar,
armazenar, processar e analisar esses dados de loT, permitindo aplicagcbes
como cidades inteligentes, agricultura de precisdo e monitoramento remoto
de saude. Pense em uma frota de caminhdes equipados com sensores que
enviam dados de localizagdo, consumo de combustivel e desempenho do
motor para a nuvem. A empresa de logistica pode usar esses dados para
otimizar rotas, prever necessidades de manutencédo e reduzir custos.

e Inteligéncia Artificial (Al) e Machine Learning (ML): Treinar modelos de
machine learning requer um poder computacional significativo e grandes
conjuntos de dados. A nuvem democratizou 0 acesso a esses recursos,
oferecendo GPUs e TPUs sob demanda, além de plataformas como Amazon
SageMaker, que simplificam o ciclo de vida do desenvolvimento de ML. Isso
permitiu avangos em areas como reconhecimento de voz (como a Alexa da
Amazon), traducéo automatica, diagnostico médico assistido por IA e carros

autbnomos.

Além disso, a nuvem promoveu uma mudanga cultural nas organizagdes. A
facilidade de provisionamento de recursos levou ao surgimento de praticas como
DevOps, que integra desenvolvimento e operagdes de Tl para acelerar a entrega de
software. A mentalidade de "infraestrutura como cédigo” (1aC), onde a infraestrutura
é definida e gerenciada por meio de cédigo e ferramentas de automagao (como
AWS CloudFormation), tornou os ambientes de Tl mais consistentes, repetiveis e

gerenciaveis.

Considere o setor de entretenimento. Plataformas de streaming como a Netflix, que
roda sua vasta infraestrutura global na AWS, transformaram a maneira como

consumimos filmes e séries. Elas conseguem lidar com picos massivos de demanda



(como o langcamento de uma série popular), personalizar recomendacdes para
milhdées de usuarios e transmitir video em alta qualidade para diversos dispositivos,

tudo gragas a escalabilidade e ao alcance global da nuvem.

Da pesquisa cientifica, que pode agora analisar conjuntos de dados gendmicos
gigantescos, a industria financeira, que desenvolve novos algoritmos de negociagao,
passando pelo setor publico, que busca modernizar seus servigos aos cidadaos, a
computagdo em nuvem tornou-se o alicerce sobre o qual grande parte da inovagao
e do progresso tecnologico do século XXI esta sendo construida. A jornada das
salas refrigeradas e mainframes monoliticos até a nuvem flexivel, escalavel e
onipresente da AWS e de outros provedores € uma das narrativas mais impactantes
da historia da tecnologia, e suas implica¢gdes continuam a se desdobrar, moldando

ativamente o nosso futuro digital.

Desvendando a nuvem: Conceitos fundamentais e os
pilares da AWS

O que é, afinal, a Computagdao em Nuvem? Uma Definigao Abrangente.

No tépico anterior, viajamos pela historia da computagéo, observando sua evolugao
desde os gigantescos mainframes até o surgimento da Amazon Web Services.
Agora, € o momento de aprofundarmos nossa compreensao sobre o que realmente
significa "computagcao em nuvem". Embora a frase "é o computador de outra
pessoa" seja uma simplificagdo popular, ela ndo captura a esséncia e a
complexidade do conceito. Uma definicdo mais formal e amplamente aceita é
fornecida pelo NIST (National Institute of Standards and Technology) dos Estados
Unidos, que descreve a computagdo em nuvem como um modelo que permite
acesso por rede ubiquo, conveniente e sob demanda a um conjunto compartilhado
de recursos computacionais configuraveis (por exemplo, redes, servidores,
armazenamento, aplicagdes e servigos) que podem ser rapidamente provisionados
e liberados com minimo esfor¢co de gerenciamento ou interagdo com o provedor de

servigos.



Vamos destrinchar essa definicdo em suas cinco caracteristicas essenciais, que séao

os verdadeiros diferenciadores da computagdo em nuvem:

1. Autoatendimento Sob Demanda (On-demand self-service): Esta ¢é talvez
uma das caracteristicas mais revolucionarias. Um consumidor pode
provisionar unilateralmente capacidades computacionais, como tempo de
servidor e armazenamento em rede, conforme necessario, automaticamente,
sem exigir interacdo humana com cada provedor de servigo. Imagine um
desenvolvedor precisando de um servidor para testar uma nova aplicagao.
Em um modelo tradicional, ele poderia ter que preencher um formulario de
requisicado, esperar pela aprovagéao, e entdo aguardar a equipe de Tl
configurar o servidor. Na nuvem, ele pode acessar um portal web (como o
Console de Gerenciamento da AWS) ou usar uma API (Interface de
Programacao de Aplicacdes) e, em questdo de minutos, ter um servidor
virtual totalmente funcional a sua disposi¢cao. Quando n&o precisar mais, ele
mesmo pode desativa-lo. Essa autonomia e velocidade sao transformadoras.
Considere, por exemplo, uma equipe de marketing que precisa de um
ambiente robusto para hospedar um website para uma campanha
promocional de curta duragdo, que espera um grande volume de acessos.
Através do autoatendimento, a equipe ou um técnico designado pode escalar
0S recursos necessarios para a campanha e, ao final, reduzi-los, pagando
apenas pelo que foi efetivamente utilizado durante o periodo.

2. Amplo Acesso via Rede (Broad network access): As capacidades da
nuvem estao disponiveis através da rede e sdo acessadas por meio de
mecanismos padrao que promovem o uso por plataformas heterogéneas de
clientes leves ou pesados (por exemplo, telefones celulares, tablets, laptops e
estagdes de trabalho). Isso significa que vocé pode acessar seus recursos e
aplicagdes na nuvem de praticamente qualquer lugar do mundo, utilizando
uma variedade de dispositivos, contanto que tenha uma conexao com a
Internet. Para ilustrar, um gerente de vendas pode acessar o sistema de CRM
da empresa, hospedado na nuvem, tanto do seu desktop no escritorio,
quanto do seu laptop em um hotel durante uma viagem de negdcios, ou até
mesmo do seu smartphone enquanto aguarda um voo. Essa ubiquidade de

acesso é fundamental para a mobilidade e colaboragdao no mundo moderno.



3. Agrupamento de Recursos (Resource pooling): Os recursos
computacionais do provedor sdo agrupados para servir a multiplos
consumidores usando um modelo multi-inquilino (multi-tenant), com
diferentes recursos fisicos e virtuais dinamicamente atribuidos e reatribuidos
de acordo com a demanda do consumidor. Geralmente, ha um senso de
independéncia de localizagao, o que significa que o cliente geralmente n&o
tem controle ou conhecimento sobre a localizacdo exata dos recursos
fornecidos, mas pode ser capaz de especificar a localizagdo em um nivel
mais alto de abstracao (por exemplo, pais, estado ou data center — como as
Regides da AWS). A AWS, por exemplo, possui uma vasta infraestrutura
global de data centers. Quando vocé provisiona um servidor virtual (uma
instancia EC2), vocé nao esta alugando um servidor fisico especifico e
identificavel com uma etiqueta com o seu nome. Em vez disso, vocé esta
utilizando uma fatia dos enormes pools de processamento, memoria e
armazenamento que a AWS gerencia. Essa abordagem permite economias
de escala massivas, que sao repassadas aos clientes na forma de pregos
mais baixos. E como um grande sistema de distribuicdo de energia elétrica:
vocé nao se importa de qual usina especifica vém os elétrons, contanto que a
energia chegue a sua tomada quando vocé precisa.

4. Elasticidade Rapida (Rapid elasticity): As capacidades podem ser
elasticamente provisionadas e liberadas, em alguns casos automaticamente,
para escalar rapidamente para fora (aumentar) e para dentro (diminuir)
conforme a demanda. Para o consumidor, as capacidades disponiveis para
provisionamento muitas vezes parecem ser ilimitadas e podem ser
compradas em qualquer quantidade, a qualquer momento. Este é um
beneficio crucial. Imagine um site de comércio eletrbnico que experimenta um
trafego normal durante a maior parte do ano, mas vé um aumento de dez
vezes no trafego durante a Black Friday. Em um modelo tradicional, a
empresa teria que comprar e manter servidores dimensionados para o pico
de demanda, que ficariam ociosos na maior parte do tempo. Com a nuvem,
ela pode configurar seus sistemas para escalar horizontalmente (adicionar
mais servidores) automaticamente quando o trafego aumenta e, da mesma
forma, reduzir o numero de servidores quando o trafego volta ao normal.

Essa capacidade de adaptacédo dinamica garante que a aplicacdo permaneca



responsiva sob carga e que a empresa pague apenas pelos recursos que
realmente consome. Pense em um servigo de streaming de video: durante o
langamento de uma série popular, a demanda por largura de banda e
processamento pode explodir. A elasticidade da nuvem permite que o servigo
atenda a essa demanda sem interrupgdes e, em seguida, reduza os recursos
guando a demanda diminuir.

Servigco Mensurado (Measured service): Os sistemas de nuvem controlam
e otimizam automaticamente o uso de recursos, aproveitando uma
capacidade de medi¢do em algum nivel de abstragao apropriado ao tipo de
servigo (por exemplo, armazenamento, processamento, largura de banda e
contas de usuario ativas). O uso de recursos pode ser monitorado, controlado
e relatado, fornecendo transparéncia tanto para o provedor quanto para o
consumidor do servigo utilizado. Isso é fundamental para o modelo de
pagamento conforme o uso (pay-as-you-go). Vocé paga apenas pelo que
consome. Se vocé usar um servidor por 10 horas, pagara por 10 horas. Se
armazenar 500 GB de dados, pagara pelo armazenamento desses 500 GB. A
AWS, por exemplo, fornece ferramentas detalhadas de faturamento e
gerenciamento de custos que permitem aos clientes rastrear seus gastos por
servigo, por projeto ou por tags personalizadas. Para ilustrar, uma equipe de
desenvolvimento que esta experimentando uma nova tecnologia pode
provisionar diversos recursos para testes. Ao final do més, o gerente do
projeto pode obter um relatério exato de quanto cada servigo consumiu,
permitindo um controle de custos granular e a otimizagao do uso dos

recursos.

Compreender essas cinco caracteristicas essenciais € fundamental para entender

verdadeiramente o poder e a proposta de valor da computagdo em nuvem e, por

extensao, dos servigos oferecidos pela AWS. N&o se trata apenas de alugar

servidores, mas de adotar um modelo operacional completamente novo para a

tecnologia da informacao.

Os beneficios essenciais da adogao da nuvem: Por que migrar?

A decisao de migrar para a nuvem ou iniciar novos projetos diretamente nela ndo é

apenas uma tendéncia tecnolégica, mas uma estratégia de negocios impulsionada



por uma série de beneficios tangiveis e significativos. As caracteristicas que

acabamos de discutir se traduzem em vantagens competitivas que podem

transformar a maneira como as organizagdées operam e inovam. Vamos explorar os

principais beneficios que motivam essa adogao em massa:

1.

2.

Troca de Despesas de Capital (CapEx) por Despesas Operacionais
(OpEXx): Este € um dos motivadores financeiros mais atraentes. Em vez de
investir pesadamente em data centers e servidores fisicos antes de saber
como serao usados (CapEx), vocé paga apenas pelos recursos de
computacao que consome, quando os consome (OpEx). Imagine uma startup
qgue esta desenvolvendo um novo software. No modelo tradicional, ela
precisaria comprar servidores, licencas de software, montar uma
infraestrutura de rede e talvez até alugar espaco fisico para um data center —
tudo isso antes mesmo de ter o primeiro cliente. Com a nuvem, ela pode
comegar com recursos minimos, pagando uma fatura mensal baseada no
uso, e escalar conforme a base de clientes cresce. Isso reduz drasticamente
a barreira de entrada para novas empresas e permite que organizagoes
maiores liberem capital para investir em outras areas estratégicas do
negocio.

Agilidade e Velocidade: A nuvem permite que as empresas inovem mais
rapidamente. Como vimos, os recursos podem ser provisionados em minutos,
nao em semanas ou meses. Isso significa que as equipes de
desenvolvimento podem experimentar novas ideias, construir protoétipos,
testar e implantar aplicagdes com uma velocidade sem precedentes.
Considere uma equipe de desenvolvimento de software trabalhando em um
novo recurso. Eles podem rapidamente criar ambientes de desenvolvimento e
teste idénticos ao ambiente de produgéo, garantindo maior qualidade e
reduzindo o tempo de ciclo de desenvolvimento. Se uma ideia ndo funcionar,
o0 ambiente pode ser desmontado rapidamente, sem grandes perdas de
investimento. Essa capacidade de "falhar rapido" e iterar é crucial no
mercado dinamico atual.

Escalabilidade e Elasticidade: J4 mencionamos a elasticidade rapida como
uma caracteristica fundamental. O beneficio aqui é a capacidade de ajustar

os recursos de Tl para cima ou para baixo para atender precisamente a



demanda flutuante. Pense em um site de noticias que vé um aumento subito
de trafego quando uma grande historia de ultima hora € publicada. A nuvem
pode escalar automaticamente a capacidade para lidar com os milhdes de
leitores extras e, em seguida, reduzir os recursos quando o interesse
diminuir. Isso ndo apenas garante uma boa experiéncia para o usuario
(evitando que o site fique lento ou caia), mas também otimiza os custos, pois
vocé néo paga por capacidade ociosa. Essa escalabilidade ndo é apenas
para picos de curto prazo; ela também suporta o crescimento de longo prazo
de um negécio. A medida que sua empresa se expande, seus recursos na
nuvem podem crescer junto.

Alcance Global em Minutos: Provedores de nuvem como a AWS possuem
uma infraestrutura global composta por multiplas regides e zonas de
disponibilidade ao redor do mundo. Isso permite que vocé implante suas
aplicacdes em locais préximos aos seus usuarios finais, onde quer que eles
estejam. Para ilustrar, uma empresa de jogos online com sede no Brasil pode
querer expandir para o0 mercado europeu e asiatico. Com a AWS, ela pode
facilmente implantar seus servidores de jogo em regides da Europa e da
Asia, proporcionando baixa laténcia e uma melhor experiéncia para os
jogadores nesses locais. Fazer isso com data centers fisicos proprios exigiria
um investimento e um esforgo logistico enormes.

Seguranga Aprimorada (com ressalvas): Os provedores de nuvem
investem pesadamente em seguranga, muitas vezes em um nivel que seria
dificil para empresas individuais replicarem. Eles empregam especialistas em
seguranga de ponta, utilizam tecnologias avangadas e aderem a rigorosos
padrdes de conformidade globais. A AWS, por exemplo, é responsavel pela
"seguranga da nuvem" (proteger a infraestrutura fisica, redes, hypervisors).
No entanto, o cliente é responsavel pela "seguranca na nuvem" (configurar
corretamente seus firewalls virtuais, gerenciar acessos, criptografar dados).
Este é o Modelo de Responsabilidade Compartilhada, que discutiremos em
detalhes mais adiante. Quando bem compreendido e implementado, esse
modelo pode resultar em uma postura de seguranga mais robusta.
Confiabilidade e Recuperagao de Desastres: A infraestrutura da nuvem é
projetada para alta disponibilidade e tolerancia a falhas. Utilizando multiplas

Zonas de Disponibilidade dentro de uma Regiao, vocé pode projetar suas



aplicagdes para resistir a falhas de componentes individuais ou até mesmo
de um data center inteiro. Imagine que um desastre natural atinja um data
center onde sua aplicagéo esta hospedada. Se vocé projetou sua aplicagao
para redundancia em multiplas Zonas de Disponibilidade, ela pode continuar
funcionando a partir de outra Zona, com pouca ou nenhuma interrupgao.
Além disso, os servigos de backup e recuperagao de desastres na nuvem sao
geralmente mais faceis de configurar e mais econdmicos do que as solugdes
tradicionais.

7. Foco no Negocio Principal: Ao transferir a carga de gerenciamento da
infraestrutura de Tl para um provedor de nuvem, as empresas podem liberar
seus talentos técnicos para se concentrarem em atividades que agregam
valor direto ao negdcio, como o desenvolvimento de novos produtos, a
melhoria da experiéncia do cliente ou a expansao para novos mercados. Em
vez de gastar tempo e recursos mantendo servidores, aplicando patches e
gerenciando capacidade, a equipe de Tl pode se tornar um parceiro
estratégico na inovagao. Para uma empresa de varejo, por exemplo, o
negocio principal € vender produtos, ndo gerenciar data centers. A nuvem

permite que ela se concentre no varejo.

Esses beneficios, combinados, criam um caso convincente para a adogao da
nuvem. N&o se trata apenas de economizar dinheiro, mas de se tornar mais agil,
inovador, resiliente e focado no que realmente importa para o sucesso da

organizagao.
Modelos de servigo da nuvem: laaS, PaaS e SaaS desmistificados

Ao explorar o universo da computacdo em nuvem, vocé frequentemente encontrara
os termos laaS, PaaS e SaaS. Estas sao as trés categorias principais de modelos
de servico de nuvem, e cada uma representa um nivel diferente de abstracéo e
gerenciamento, tanto para o provedor quanto para o cliente. Compreender a
distincdo entre eles € crucial para escolher a solugao certa para suas necessidades.

Uma analogia comum e util para entender esses modelos é a "Pizza como Servigo":

e On-Premises (Feito em Casa): Vocé compra todos os ingredientes (farinha,

tomate, queijo, etc.), usa seu proprio forno, sua préopria cozinha, sua propria



mesa. Vocé gerencia tudo, desde a compra dos insumos até a limpeza final.
No mundo da TI, isso equivale a ter seu proprio data center, com seus
proprios servidores, armazenamento, rede, sistemas operacionais, e vocé

gerencia tudo.

Agora, vamos aos modelos de nuvem:

1.

Infrastructure as a Service (laaS) - Infraestrutura como Servigo:

o Analogia da Pizza: Vocé encomenda uma pizza "para assar em
casa". A pizzaria fornece a massa, o molho, 0 queijo e os recheios (a
infraestrutura basica), mas vocé usa seu proprio forno, sua prépria
mesa e seus proprios pratos. Vocé gerencia o processo de assar e
servir.

o No mundo da TI: O provedor de nuvem (como a AWS) fornece os
blocos de construgao fundamentais da infraestrutura de Tl: servidores
virtuais (computagao), armazenamento (discos virtuais,
armazenamento de objetos) e recursos de rede (redes virtuais,
balanceadores de carga). Vocé, como cliente, aluga essa
infraestrutura. Vocé ainda é responsavel por gerenciar o sistema
operacional, instalar e configurar suas aplicagdes, gerenciar os dados
e controlar o acesso. A AWS gerencia o hardware fisico subjacente, a
virtualizacao e a rede fisica do data center.

o Exemplos na AWS:

m Amazon EC2 (Elastic Compute Cloud): Fornece servidores
virtuais (instancias) que vocé pode configurar com diversos
sistemas operacionais (Linux, Windows). Vocé tem controle total
sobre o SO e o software instalado.

m Amazon S3 (Simple Storage Service): Oferece
armazenamento de objetos altamente escalavel. Vocé
armazena seus arquivos (objetos) e gerencia as permissoes de
acesso.

m Amazon EBS (Elastic Block Store): Fornece volumes de
armazenamento em bloco persistentes para uso com instancias

EC2, como se fossem discos rigidos virtuais.



m Amazon VPC (Virtual Private Cloud): Permite criar redes
privadas isoladas na nuvem AWS, onde vocé define sua
topologia de rede, enderecgos IP, sub-redes, etc.

o Quando usar laaS? E ideal quando vocé precisa de maximo controle
e flexibilidade sobre sua infraestrutura, por exemplo, para migrar
aplicacdes legadas que tém requisitos especificos de sistema
operacional ou configuragao, ou quando vocé quer construir uma
arquitetura altamente personalizada. Imagine uma empresa que possui
uma aplicagao complexa com dependéncias especificas de versodes de
bibliotecas no sistema operacional; o laaS oferece o controle granular
necessario.

2. Platform as a Service (PaaS) - Plataforma como Servigo:

o Analogia da Pizza: Vocé pede uma pizza por delivery. A pizzaria
cuida de todos os ingredientes, do forno e da entrega. Vocé apenas
fornece a mesa e os pratos para comer. Vocé nao se preocupa em
como a pizza foi feita, apenas em consumi-la.

o No mundo da TI: O provedor de nuvem gerencia ndo apenas a
infraestrutura subjacente (hardware, virtualizagéo, rede fisica), mas
também o ambiente de execucdo, como sistemas operacionais,
bancos de dados, servidores web e frameworks de desenvolvimento.
Vocé, como cliente, se concentra em desenvolver, implantar e
gerenciar suas proprias aplicagdes, sem se preocupar com a
manutengao da plataforma. O PaaS fornece um ambiente pronto para
codificar e implantar.

o Exemplos na AWS:

m AWS Elastic Beanstalk: Vocé faz o upload do seu codigo
(Java, .NET, PHP, Node.js, Python, Ruby, Go, Docker) e o
Elastic Beanstalk automaticamente cuida do provisionamento
da infraestrutura, implantacédo da aplicacao, balanceamento de
carga e auto-scaling. Vocé nao gerencia os servidores EC2
diretamente; o Beanstalk faz isso por vocé.

m Amazon RDS (Relational Database Service): Embora possa
ser visto como laaS por alguns, ele se aproxima muito do PaaS.

Vocé escolhe o tipo de banco de dados (MySQL, PostgreSQL,



etc.) e o tamanho, mas a AWS gerencia o provisionamento do
hardware, a instalacdo do SO, a aplicacédo de patches no SO e
no banco de dados, backups automatizados e failover. Vocé
interage com o banco de dados, mas nao com o servidor
subjacente.

m AWS Lambda (Computacao Serverless): Aqui, vocé apenas
escreve o codigo da sua fungao, e a AWS cuida de toda a
infraestrutura e ambiente de execugao para rodar essa fungao
em resposta a eventos. E um nivel ainda mais alto de
abstracgao.

o Quando usar PaaS? E excelente para equipes de desenvolvimento
que querem focar na criagao de software e acelerar o ciclo de vida de
desenvolvimento, sem o 6nus de gerenciar a infraestrutura ou a
plataforma. Se vocé esta construindo uma nova aplicagao web ou
movel e quer ir rapidamente do desenvolvimento para a produgao, o
PaaS pode ser uma 6tima escolha.

3. Software as a Service (SaaS) - Software como Servico:

o Analogia da Pizza: Vocé vai a uma pizzaria, senta-se a mesa, pede
uma pizza e come. A pizzaria cuida de absolutamente tudo:
ingredientes, forno, preparo, mesa, pratos, limpeza. Vocé apenas
consome o servigo (a pizza).

o No mundo da TI: O provedor de nuvem oferece uma aplicagao de
software completa, pronta para uso, que € entregue pela Internet,
geralmente em um modelo de assinatura. Os usuarios acessam o
software através de um navegador web ou aplicativo mével. O
provedor gerencia toda a infraestrutura, a plataforma e a propria
aplicacao. O cliente simplesmente usa o software.

o Exemplos (gerais e alguns da AWS):

m Servigos de e-mail baseados na web: Gmail, Outlook 365.

m Sistemas de CRM online: Salesforce, HubSpot.

m Ferramentas de colaboragao: Google Workspace, Microsoft
Teams, Slack.

m Servigos de streaming: Netflix, Spotify.

m Na AWS (como provedora e plataforma para outros SaaS):



m  Amazon WorkMail: Um servigco de e-mail e calendario
empresarial gerenciado.

m Amazon Chime: Um servigco de comunicacdes para
reunides online, video conferéncias e chat.

m Muitas empresas constroem suas proprias solugdes
SaaS sobre a infraestrutura laaS e PaaS da AWS. Por
exemplo, uma empresa pode desenvolver um software
de contabilidade online e hospeda-lo inteiramente na
AWS, oferecendo-o a seus clientes como um servigo
SaaS.

o Quando usar SaaS? E ideal para aplicacdes que atendem a
necessidades de negocios comuns, como e-mail, colaboragao,
gerenciamento de relacionamento com o cliente, onde a
personalizagao profunda nao € o principal requisito e vocé quer uma
solugéo pronta para uso, sem nenhuma preocupagao com

desenvolvimento ou infraestrutura.
Quem gerencia o qué?

Uma forma visual de entender as responsabilidades:

Camada de On-Premises laaS (Vocé PaaS (Vocé SaaS (Vocé
Gerenciamento (Vocé Gerencia) Gerencia) Gerencia)
Gerencia)
Aplicagdes Vocé Vocé Vocé Provedor
Dados Vocé Vocé Vocé Provedor
(acesso)
Runtime Vocé Vocé Provedor Provedor

(Ambiente Exec.)

Middleware Vocé Vocé Provedor Provedor



Sistema Vocé Vocé Provedor Provedor

Operacional

Virtualizagéo Vocé Provedor Provedor Provedor
Servidores Vocé Provedor Provedor Provedor
(Hardware)

Armazenamento  Vocé Provedor Provedor Provedor
(Hardware)

Rede (Hardware) Vocé Provedor Provedor Provedor

Entender esses modelos permite que vocé escolha o nivel certo de controle,
flexibilidade e gerenciamento para cada uma de suas cargas de trabalho,
otimizando tanto os custos quanto os esforgos da sua equipe. Uma organizagéo
pode, e frequentemente o faz, utilizar uma combinacao de laaS, PaaS e SaaS para

diferentes necessidades.

Modelos de implantagao da nuvem: Publica, Privada, Hibrida e

Multinuvem

Além dos modelos de servigco (laaS, PaaS, SaaS) que descrevem como 0s servigos
de nuvem sao oferecidos, existem também os modelos de implantacao, que definem
onde a infraestrutura da nuvem reside e quem a opera ou tem acesso a ela. A
escolha do modelo de implantacdo depende de diversos fatores, incluindo requisitos
de seguranga, conformidade, desempenho, custo e controle. Os principais modelos
sdo: nuvem publica, nuvem privada, nuvem hibrida e, mais recentemente, a

abordagem multinuvem.

1. Nuvem Publica (Public Cloud):
o 0O que é: Neste modelo, os servigos de computagao (servidores,

armazenamento, bancos de dados, etc.) sado de propriedade e



operados por um provedor de servigos de nuvem terceirizado, como a
Amazon Web Services (AWS), Microsoft Azure ou Google Cloud
Platform (GCP). Esses recursos sao entregues pela Internet e
compartilhados por multiplos clientes (modelo multi-inquilino), embora
os dados e as aplicagdes de cada cliente sejam isolados e seguros
uns dos outros. A infraestrutura fisica reside nos data centers do
provedor.

o Vantagens:

m Custo-beneficio: Grandes economias de escala, modelo de
pagamento conforme o uso, sem necessidade de investimento
inicial em hardware.

m Escalabilidade e Elasticidade: Quase ilimitada, com
capacidade de escalar para cima ou para baixo rapidamente.

m Confiabilidade: Provedores como a AWS investem
pesadamente em infraestrutura redundante e resiliente.

m Alcance Global: Data centers espalhados pelo mundo.

m  Sem manutengao de hardware: O provedor cuida de toda a
manutengao da infraestrutura fisica.

o Desvantagens/Consideragoes:

m  Menor controle sobre a infraestrutura fisica: Vocé néo tem
controle direto sobre o hardware ou a localizagcao exata.

m Preocupagées com seguranga e conformidade (percebidas
ou reais): Algumas organizag¢des podem ter restricbes
regulatérias ou politicas internas que dificultam o uso de nuvens
publicas para certos tipos de dados ou cargas de trabalho. No
entanto, os provedores oferecem extensas certificagdes de
conformidade.

m Dependéncia do provedor (vendor lock-in): Pode ser
complexo migrar aplicagdes e dados para outro provedor se
vocé usar muitos servigos proprietarios.

o Exemplo de uso: Uma startup langcando um novo aplicativo mével
globalmente, uma empresa de e-commerce que precisa escalar para

picos de vendas, ou uma organizagao que deseja hospedar websites e



aplicagdes web com acesso publico. A vasta maioria dos servigos da
AWS opera neste modelo.
2. Nuvem Privada (Private Cloud):

o 0O que é: A infraestrutura de nuvem é provisionada para uso exclusivo
por uma unica organizagédo compreendendo multiplos consumidores
(por exemplo, unidades de negocio). Ela pode ser de propriedade,
gerenciada e operada pela organizagao (no seu préprio data center),
por um terceiro, ou alguma combinagao de ambos, e pode existir
on-premises ou off-premises. A nuvem privada busca replicar os
beneficios da nuvem publica (autoatendimento, escalabilidade,
medicdo) em um ambiente dedicado.

o Vantagens:

m Maior controle e segurancga: Ideal para organizacbes com
dados altamente sensiveis, requisitos rigorosos de
conformidade ou politicas de seguranga que exigem isolamento
completo.

m Personalizagao: A infraestrutura pode ser customizada para as
necessidades especificas da organizagao.

o Desvantagens/Consideragoes:

m Custo mais elevado: Requer investimento significativo em
hardware, software e pessoal para construir e manter. As
economias de escala da nuvem publica ndo se aplicam da
mesma forma.

m Menor escalabilidade (comparada a publica): A
escalabilidade é limitada pela capacidade da infraestrutura
adquirida.

m Complexidade de gerenciamento: A organizagdo €
responsavel por gerenciar e operar a nuvem.

o Exemplo de uso: Uma instituigao financeira com dados de clientes
extremamente confidenciais, uma agéncia governamental com
requisitos de seguranga nacional, ou uma empresa farmacéutica com
propriedade intelectual sensivel. A AWS oferece solu¢des que podem
fazer parte de uma estratégia de nuvem privada, como o AWS

Outposts, que estende a infraestrutura e os servigcos da AWS para o



data center do cliente ou instalagbes on-premises, oferecendo uma
experiéncia de nuvem privada gerenciada pela AWS. Também é
possivel usar instancias dedicadas (Dedicated Hosts) no EC2 para ter
servidores fisicos dedicados.

3. Nuvem Hibrida (Hybrid Cloud):

o 0O que é: Combina nuvens publicas e privadas (ou infraestrutura
on-premises tradicional) que permanecem entidades Unicas, mas séao
unidas por tecnologia padronizada ou proprietaria que permite a
portabilidade de dados e aplicagdes (por exemplo, "cloud bursting"
para balanceamento de carga entre nuvens ou migragao de cargas de
trabalho). Essencialmente, vocé usa "o melhor dos dois mundos".

o Vantagens:

m Flexibilidade: Permite manter dados sensiveis e cargas de
trabalho criticas em uma nuvem privada ou on-premises,
enquanto aproveita a escalabilidade e o custo-beneficio da
nuvem publica para cargas de trabalho menos sensiveis, picos
de demanda ou desenvolvimento e teste.

m Otimizagao de custos: Usar recursos da nuvem publica para
necessidades variaveis, evitando superdimensionamento da
infraestrutura privada.

m Migracgao gradual: Empresas podem migrar para a nuvem em
fases, movendo gradualmente aplicagcdes e dados.

o Desvantagens/Consideragoes:

m Complexidade de gerenciamento e integragao: Requer
orquestracao cuidadosa entre os diferentes ambientes.
Gerenciar segurancga, rede e identidade de forma consistente
entre as nuvens pode ser desafiador.

m Conectividade: Requer conexdes de rede confiaveis e seguras
entre a nuvem publica e o ambiente privado/on-premises.

o Exemplo de uso: Uma empresa de varejo pode manter seu banco de
dados de clientes e sistemas de pagamento em sua infraestrutura
on-premises (ou nuvem privada) por razées de conformidade, mas
usar a nuvem publica para hospedar seu site de e-commerce,

escalando-o durante promog¢des. Outro exemplo € usar a nuvem



publica para recuperagao de desastres de sistemas rodando
on-premises. A AWS facilita a nuvem hibrida através de servigos como
AWS Direct Connect (conexao de rede dedicada), Storage Gateway
(para integrar armazenamento on-premises com S3) e 0 ja
mencionado AWS Outposts.

4. Multinuvem (Multicloud):

o O que é: E uma estratégia onde uma organizacdo utiliza servicos de
nuvem de multiplos provedores de nuvem publica. Por exemplo, uma
empresa pode usar a AWS para suas cargas de trabalho de
computacdo e analise de dados, e outro provedor para servigcos
especificos de |A ou bancos de dados que considera melhores ou
mais adequados para uma determinada tarefa. Nao confundir com
nuvem hibrida, que envolve a combinagédo de nuvem publica com
privada/on-premises. Multinuvem geralmente se refere a multiplas
nuvens publicas.

o Vantagens:

m Evitar dependéncia de um unico provedor (vendor lock-in):
Maior poder de negociagao e flexibilidade.

m Acesso aos melhores servigos de cada provedor: Utilizar os
servicos "best-of-breed" de diferentes nuvens.

m Resiliéncia e redundancia aprimoradas: Em teoria, se um
provedor tiver uma interrupgéo regional, cargas de trabalho
poderiam ser movidas para outro.

o Desvantagens/Consideragoes:

m Maior complexidade de gerenciamento: Gerenciar e integrar
servigos, seguranga, faturamento e conformidade em multiplas
plataformas de nuvem é significativamente mais complexo.

m Custos de interoperabilidade e transferéncia de dados:
Mover dados entre nuvens pode ser caro.

m Lacunas de habilidades: A equipe pode precisar de expertise
em multiplas plataformas de nuvem.

o Exemplo de uso: Uma grande empresa global que adquire outras
empresas, cada uma com sua propria preferéncia de provedor de

nuvem, pode acabar em um cenario multinuvem. Ou uma empresa



que deliberadamente escolhe usar o servigco de machine learning de

um provedor e o servigo de data warehouse de outro.

A escolha do modelo de implantagédo (ou combinagao deles) € uma decisao
estratégica que deve alinhar as necessidades de Tl com os objetivos de negdcio. A
AWS, sendo primariamente uma nuvem publica, oferece diversas ferramentas e
servigos para facilitar também arquiteturas hibridas e dar suporte a clientes que

possam ter, por outras razées, uma estratégia multinuvem.

A infraestrutura global da AWS: Regides, Zonas de Disponibilidade e

Pontos de Presencga

A capacidade da Amazon Web Services de fornecer servigos de nuvem de forma
confiavel, escalavel e com baixa laténcia para clientes em todo o mundo depende
de sua vasta e sofisticada infraestrutura global. Compreender os componentes
chave dessa infraestrutura — Regides, Zonas de Disponibilidade (AZs) e Pontos de
Presenca (Edge Locations) — é fundamental para qualquer pessoa que planeje
construir ou implantar aplicagdes na AWS. Essa arquitetura distribuida € o que
permite a AWS oferecer alta disponibilidade, tolerancia a falhas e desempenho

otimizado.

1. Regioes (Regions):

o 0O que sao: Uma Regidao da AWS é uma area geografica fisica e
independente no mundo onde a AWS possui multiplos data centers.
Cada Regiao € projetada para ser completamente isolada das outras
Regides. Isso garante a maior tolerancia a falhas e estabilidade
possivel. Quando vocé langa recursos na AWS, como uma instancia
EC2 ou um bucket S3, vocé escolhe a Regido onde esses recursos
serao hospedados.

o Isolamento e Independéncia: Recursos em uma Regido nao sao
automaticamente replicados para outras Regides, a menos que vocé
configure explicitamente essa replicagéo (por exemplo, replicagao
entre Regides do S3 ou snapshots de bancos de dados copiados para

outra Regi&o). Isso significa que uma falha em grande escala em uma



Regido (um evento extremamente raro, como um grande desastre
natural) ndo afetaria outras Regides.

o Fatores para escolher uma Regiao:

m Proximidade com os usuarios (Laténcia): Para reduzir o
atraso (laténcia) para seus usuarios finais, vocé geralmente
escolhe a Regido geograficamente mais préxima deles. Por
exemplo, se seus principais clientes estdo no Brasil, a Regiao
de Sao Paulo (sa-east-1) seria uma escolha légica.

m Requisitos de Soberania de Dados e Conformidade:
Algumas leis e regulamentos exigem que certos tipos de dados
residam fisicamente dentro de fronteiras geograficas
especificas. A escolha da Regiao permite atender a esses
requisitos.

m Disponibilidade de Servigos: Embora a maioria dos servigos
da AWS esteja disponivel em todas as Regides, alguns servigos
mais novos ou especializados podem ser langados inicialmente
em Regides selecionadas antes de serem expandidos
globalmente.

m Custo: Os precos dos servicos da AWS podem variar
ligeiramente entre as Regides devido a fatores como custos de
energia, impostos e construgao.

o Exemplo pratico: Uma empresa de midia com audiéncia
primariamente na Europa pode optar por hospedar seus servidores
web e bancos de dados na Regiédo de Frankfurt (eu-central-1) ou na
Regiao de Londres (eu-west-2) para minimizar a laténcia para seus
leitores europeus. Se ela decidir expandir para a América do Norte,
podera langar uma copia de sua infraestrutura na Regido do Norte da
Virginia (us-east-1).

2. Zonas de Disponibilidade (Availability Zones - AZs):

o 0O que sao: Dentro de cada Regiao da AWS, existem multiplas Zonas
de Disponibilidade. Uma Zona de Disponibilidade consiste em um ou
mais data centers discretos, cada um com energia, refrigeragao e rede
redundantes, e alojados em instalagdes separadas. As AZs dentro de

uma Regiao sao fisicamente separadas por uma distancia significativa



(muitos quildmetros) para proteger contra desastres localizados (como
incéndios, inundagdes ou falhas de energia em um unico data center),
mas estao conectadas entre si com links de rede de alta largura de
banda e baixa laténcia.

o Alta Disponibilidade e Tolerancia a Falhas: O conceito de AZs é
fundamental para projetar aplicagbes altamente disponiveis e
tolerantes a falhas. Ao distribuir seus recursos (como instancias EC2
ou bancos de dados RDS) em multiplas AZs dentro de uma Regio,
sua aplicagao pode permanecer operacional mesmo que uma AZ
inteira fique indisponivel.

o Exemplo pratico: Imagine que vocé esta executando uma aplicagao
web critica em instancias EC2. Em vez de lancar todas as suas
instancias em uma unica AZ, vocé as distribui, por exemplo, entre a AZ
"A" e a AZ "B" da Regido de S&o Paulo. Vocé usaria um Elastic Load
Balancer (ELB) para distribuir o trafego entre as instancias nessas
duas AZs. Se a AZ "A" sofrer uma interrupgao completa (um evento
muito raro), o ELB automaticamente redirecionaria todo o trafego para
as instancias saudaveis na AZ "B", e sua aplicagéo continuaria
funcionando. Para bancos de dados, o Amazon RDS oferece a opgao
de implantagao Multi-AZ, onde uma réplica sincrona do seu banco de
dados é mantida em uma AZ diferente. Se o banco de dados primario
falhar, o RDS automaticamente fara o failover para a réplica.

o ldentificadores de AZ: Os nomes das AZs sao relativos a sua conta

AWS. Por exemplo, a AZ us-east-1a na sua conta pode ndo ser o

mesmo data center fisico que a us-east-T1a em outra conta AWS.

Isso ajuda a distribuir os recursos de forma mais equilibrada.
3. Pontos de Presenca (Edge Locations) e AWS Local Zones:

o Pontos de Presencga (Edge Locations): Estes sdo data centers
menores, geograficamente dispersos, que a AWS utiliza
principalmente para armazenar em cache (cachear) conteudo mais
perto dos usuarios finais e para executar servigos de borda. O principal
servico que utiliza Pontos de Presenca € o Amazon CloudFront, a

Content Delivery Network (CDN) da AWS. Quando um usuario solicita



conteudo do seu site que esta sendo servido pelo CloudFront, a
solicitacdo é roteada para o Ponto de Presenca mais proximo do
usuario. Se o conteudo ja estiver em cache nesse local, ele é entregue
diretamente, com laténcia muito baixa. Se nao estiver, o CloudFront
busca o conteudo do seu servidor de origem (por exemplo, um bucket
S3 ou um servidor EC2) e 0 armazena em cache no Ponto de
Presenca para solicitacdes futuras. Existem centenas de Pontos de
Presenca em cidades ao redor do mundo, muito mais numerosos que
as Regides. Outros servigos que utilizam a infraestrutura de borda
incluem o AWS Shield (para protecdo DDoS) e o Route 53 (servigo de
DNS).

o AWS Local Zones: Sdo uma extensao de uma Regiao da AWS que
aproxima os servigos de computagao, armazenamento, banco de
dados e outros servigos selecionados da AWS de grandes centros
populacionais, industriais e de Tl onde nenhuma Regidao da AWS
existe hoje. Elas sdo projetadas para executar aplicagdes que exigem
laténcia de milissegundos de um digito para os usuarios finais ou
equipamentos on-premises. Por exemplo, uma aplicagédo de jogos em
tempo real, producédo de midia e entretenimento, ou simulagdes de
engenharia que precisam de resposta ultrarrapida podem se beneficiar
das Local Zones. Elas sao conectadas a Regido pai por meio da rede
de alta largura de banda da AWS, permitindo acesso continuo ao

restante dos servigos da AWS na Regido.

Compreender essa hierarquia — Regides como grandes areas geograficas isoladas,
Zonas de Disponibilidade como data centers independentes dentro de uma Regiao
para alta disponibilidade, e Pontos de Presencga/Local Zones para entrega de
conteudo de baixa laténcia e computagao de borda — é essencial para tomar
decisdes arquiteturais informadas na AWS. Essa infraestrutura robusta e distribuida
€ 0 que permite que vocé construa aplicagdes resilientes, escalaveis e com

desempenho global.

Os pilares fundamentais dos servigos AWS: Computacao,

Armazenamento e Redes



Embora a Amazon Web Services ofereca uma gama vasta e crescente de centenas
de servigos, abrangendo desde inteligéncia artificial até Internet das Coisas, no
cerne de sua oferta estao trés pilares fundamentais que formam a base sobre a qual
quase todos os outros servigos e aplicagdes sdo construidos: Computagao,
Armazenamento e Redes. Estes sao os blocos de construgdo essenciais que vocé,
como usuario da AWS, alavancara para criar suas solugées na nuvem. Dominar os
conceitos e os principais servicos dentro desses pilares é o primeiro passo crucial

em sua jornada na AWS.

1. Computacao (Compute):

o 0O que é: Refere-se a capacidade de processamento que suas
aplicagdes necessitam para executar suas tarefas. E o "cérebro" da
sua infraestrutura na nuvem. Os servigos de computagdo da AWS
fornecem desde servidores virtuais que vocé gerencia até plataformas
que executam seu codigo automaticamente em resposta a eventos.

o Servigo Principal: Amazon EC2 (Elastic Compute Cloud): Este &,
sem duvida, o servigo de computagao mais conhecido e fundamental
da AWS. O EC2 permite que vocé provisione servidores virtuais,
chamados de "instancias", com uma variedade de sistemas
operacionais (Linux, Windows), tipos de CPU, quantidade de memoria
RAM, armazenamento e capacidade de rede. Vocé tem controle quase
total sobre essas instancias, podendo instalar software, configurar o
ambiente e gerenciar o acesso.

m Imagine o EC2 como alugar um computador fisico, mas de
forma virtual e sob demanda. Se vocé precisa de um servidor
web, um servidor de aplicagédo, um servidor de banco de dados
(que vocé mesmo gerencia), ou uma maquina para
processamento em lote, o EC2 é a escolha primaria. Vocé pode
escolher entre centenas de "tipos de instancia", cada um
otimizado para diferentes cargas de trabalho (por exemplo, uso
geral, computacao intensiva, memoria intensiva,
armazenamento intensivo, GPU).

o Outros Servigos de Computagao Notaveis:



m AWS Lambda: Um servigo de computacao serverless (sem
servidor). Vocé faz o upload do seu cédigo (fungdes) e o
Lambda o executa em resposta a gatilhos (triggers), como um
novo arquivo chegando no S3, uma requisigdao HTTP, ou uma
alteragao em uma tabela do DynamoDB. Vocé n&o gerencia
servidores; a AWS cuida de toda a infraestrutura subjacente.
Paga-se apenas pelo tempo de execugao do cddigo.

m AWS Elastic Beanstalk: Um servigo de PaaS (Plataforma
como Servigo) que facilita a implantagao e o escalonamento de
aplicacdes web e servicos desenvolvidos com Java, .NET, PHP,
Node.js, Python, Ruby, Go e Docker em servidores familiares
como Apache, Nginx, Passenger e IIS. Vocé apenas envia seu
cbdigo, e o Elastic Beanstalk automaticamente lida com o
provisionamento da capacidade, balanceamento de carga,
auto-scaling e monitoramento da saude da aplicagao.

m Servigos de Contéineres (ECS, EKS, Fargate): Para quem
trabalha com Docker e contéineres, a AWS oferece o Amazon
Elastic Container Service (ECS) e o Amazon Elastic Kubernetes
Service (EKS) para orquestrar e gerenciar seus contéineres em
escala. O AWS Fargate € um motor de computacao serverless
para contéineres que funciona tanto com ECS quanto com EKS,
eliminando a necessidade de gerenciar as instédncias EC2
subjacentes.

2. Armazenamento (Storage):

o 0O que é: Refere-se a capacidade de guardar os dados da sua
aplicacao de forma persistente e acessivel. A AWS oferece diferentes
tipos de servicos de armazenamento, cada um otimizado para casos
de uso especificos, desde o armazenamento de arquivos e backups
até o armazenamento de dados para bancos de dados e aplicagdes de
alta performance.

o Servicos Principais:

m Amazon S3 (Simple Storage Service): Um servigo de
armazenamento de objetos altamente escalavel, duravel
(projetado para 99,999999999% de durabilidade - onze noves)



e disponivel. E ideal para armazenar praticamente qualquer tipo
de dado, como backups, arquivos de log, imagens, videos,
dados de aplicacdes, e para hospedar sites estaticos. Os dados
sao armazenados como "objetos" dentro de "buckets"
(contéineres).

m Considere o0 S3 como um repositério de arquivos
quase infinito na internet. Vocé pode armazenar desde
pequenos arquivos de configuragao até terabytes de
dados de video, pagando apenas pelo que usa.

m Amazon EBS (Elastic Block Store): Fornece volumes de
armazenamento em bloco persistentes, de alto desempenho,
para uso com instancias EC2. Pense no EBS como os discos
rigidos virtuais (HDs ou SSDs) que vocé anexa as suas
instancias EC2 para instalar o sistema operacional, aplicagoes e
armazenar dados que precisam de acesso rapido e de baixa
laténcia.

m Amazon EFS (Elastic File System): Fornece um sistema de
arquivos de rede simples, escalavel e elastico para uso com
instancias EC2 em multiplas Zonas de Disponibilidade dentro de
uma Regido. E como um NAS (Network Attached Storage) na
nuvem, permitindo que multiplas instancias EC2 acessem e
compartilhem os mesmos dados de arquivo simultaneamente.

m Amazon S3 Glacier: Um servico de armazenamento de
arquivamento de dados de baixo custo, seguro e duravel para
arquivamento de longo prazo e backup. E ideal para dados que
sdo acessados raramente, mas precisam ser retidos por longos
periodos (por exemplo, arquivos de conformidade legal ou
backups histéricos). Os tempos de recuperagao de dados do
Glacier sao mais longos (de minutos a horas) em comparacgao
com o S3 padrao.

3. Redes (Networking):
o O que é: Refere-se aos servigos que permitem conectar seus recursos

na AWS entre si e com a Internet, além de controlar o trafego e



proteger suas aplicagdes. A rede € a espinha dorsal que une todos os
Seus servicos na nuvem.

o Servigo Principal: Amazon VPC (Virtual Private Cloud): Permite
que vocé provisione uma segao logicamente isolada da nuvem AWS
onde pode langar recursos da AWS em uma rede virtual que vocé
define. Vocé tem controle total sobre seu ambiente de rede virtual,
incluindo a selecao de seus proéprios intervalos de enderecos IP,
criagcao de sub-redes e configuracao de tabelas de rotas e gateways
de rede.

m Pense na VPC como sua prépria rede privada dentro da
vasta nuvem publica da AWS. Vocé pode criar sub-redes
publicas (com acesso a Internet) para seus servidores web e
sub-redes privadas (sem acesso direto a Internet) para seus
bancos de dados e servidores de backend, aumentando a
seguranga.

o Outros Servigos de Rede Notaveis:

m Elastic Load Balancing (ELB): Distribui automaticamente o
trafego de entrada de aplicagdes entre multiplas instancias EC2,
contéineres ou enderecos IP, em uma ou mais Zonas de
Disponibilidade. Ajuda a melhorar a escalabilidade, a tolerancia
a falhas e a disponibilidade de suas aplicagoes.

m Amazon Route 53: Um servico de Sistema de Nomes de
Dominio (DNS) web altamente disponivel e escalavel. Ele
traduz nomes de dominio amigaveis (como

www . seusite.com.br)em enderegos IP numéricos (como

192.0.2.1) que os computadores usam para se conectar uns
aos outros. Também oferece registro de dominios e verificagao
de saude (health checks) de recursos.

m AWS Direct Connect: Permite estabelecer uma conex&o de
rede dedicada privada entre seu data center, escritorio ou
ambiente de colocation e a AWS. Pode reduzir os custos de

rede, aumentar a taxa de transferéncia da largura de banda e



fornecer uma experiéncia de rede mais consistente do que as
conexdes baseadas na Internet.

m Amazon CloudFront: Uma rede de entrega de conteudo (CDN)
global que acelera a entrega de seus sites, APIs, conteudo de
video ou outros ativos da web. Ele entrega seu conteudo por

meio de uma rede mundial de Pontos de Presenca.

Estes trés pilares — Computag¢ao, Armazenamento e Redes — e seus servigcos
principais formam a fundacdo da maioria das arquiteturas na AWS. A medida que
avangarmos no curso, exploraremos muitos desses servigos em maior detalhe. Por
enquanto, é crucial entender como eles se encaixam para fornecer uma plataforma

completa para executar suas aplicacées na nuvem.

Seguranga como prioridade zero na AWS: O Modelo de

Responsabilidade Compartilhada

Quando se fala em nuvem, a segurancga é invariavelmente uma das primeiras e
mais importantes preocupagdes. A Amazon Web Services reconhece isso e declara
que a segurancga € sua "prioridade zero". Eles investem enormes recursos na
protecao de sua infraestrutura global e no desenvolvimento de servigos e
ferramentas de seguranga robustos. No entanto, € crucial entender que a seguranga
na nuvem AWS nao é uma responsabilidade unilateral do provedor; ela opera sob
um Modelo de Responsabilidade Compartilhada (Shared Responsibility
Model).

Este modelo define claramente quais aspectos da segurancga séo de
responsabilidade da AWS e quais sao de responsabilidade do cliente. Compreender
e operar de acordo com este modelo é fundamental para manter um ambiente

seguro e protegido na nuvem.
Responsabilidade da AWS: "Seguran¢ca DA Nuvem"

A AWS é responsavel por proteger a infraestrutura que executa todos os servigos
oferecidos na nuvem AWS. Essa infraestrutura € composta pelo hardware, software,

rede e instalagdes que executam os servigos da AWS. Isso inclui:



1. Infraestrutura Fisica Global:

o Seguranca dos Data Centers: Protegdo fisica das instalagdes
(acesso controlado, vigilancia, pessoal de segurancga).

o Hardware: Gerenciamento e manutengao segura de servidores,
dispositivos de armazenamento e equipamentos de rede.

o Rede: Protegao da infraestrutura de rede global que conecta os data
centers e servigos.

o Energia e Refrigeragao: Garantia de fornecimento continuo e seguro
de energia e refrigeracao.

2. Software de Virtualizagao (Hypervisor): A AWS gerencia e protege a
camada de virtualizagao (o hypervisor) que permite a execugao de multiplas
maquinas virtuais (instancias EC2) em um mesmo hardware fisico,
garantindo o isolamento entre os clientes.

3. Servigos Gerenciados (Camadas Abstraidas): Para servigos de nivel mais
alto, como S3, DynamoDB, RDS ou Lambda, a AWS gerencia mais camadas
da pilha.

o No Amazon S3 e DynamoDB, por exemplo, a AWS gerencia a
infraestrutura subjacente, o sistema operacional e a plataforma da
aplicagao. Vocé é responsavel por gerenciar seus dados (incluindo
classificagao e criptografia) e o acesso a esses dados.

o No Amazon RDS, a AWS gerencia o sistema operacional e o software
do banco de dados (incluindo patches), mas vocé é responsavel por
configurar as regras de firewall de rede (Security Groups), gerenciar as
credenciais de acesso ao banco de dados e decidir sobre a criptografia
dos dados em repouso e em transito.

o No AWS Lambda, a AWS gerencia toda a infraestrutura de execugéo,
incluindo o sistema operacional e o0 ambiente de runtime. Vocé é
responsavel pelo seu cédigo, pelo gerenciamento de dependéncias e

pelas permissdes (IAM Roles) que sua fungdo Lambda assume.

Essencialmente, a AWS garante que a fundacao sobre a qual vocé constréi suas

aplicagdes seja segura, resiliente e disponivel.

Responsabilidade do Cliente: "Seguranga NA Nuvem"



O cliente é responsavel por gerenciar e proteger tudo o que ele coloca na nuvem ou
conecta a nuvem. O nivel de responsabilidade do cliente varia dependendo dos
servigos da AWS que ele seleciona. Quanto mais controle o cliente tem sobre a
infraestrutura (como no laaS com EC2), maior é sua responsabilidade pela

seguranca.
As responsabilidades do cliente geralmente incluem:

1. Dados do Cliente:

o Classificagcao dos Dados: Identificar a sensibilidade dos seus dados.

o Criptografia: Implementar criptografia para dados em repouso
(armazenados no S3, EBS, RDS, etc.) e dados em transito (usando
TLS/SSL para comunicagdes). A AWS fornece ferramentas para isso,
como o AWS Key Management Service (KMS).

o Gerenciamento do Ciclo de Vida dos Dados: Definir politicas para
retencao e exclusao de dados.

o Protecao contra Perda de Dados: Implementar estratégias de
backup e recuperacéo.

2. Gerenciamento de Identidade e Acesso (IAM - Identity and Access
Management):

o Criagao e Gerenciamento de Usuarios, Grupos e Permissoes
(Policies): Definir quem pode acessar quais recursos da AWS e com
que nivel de permissao, seguindo o principio do menor privilégio
(conceder apenas as permissdes estritamente necessarias).

o Protecao de Credenciais: Proteger as chaves de acesso, senhas e
implementar autenticagdo multifator (MFA) para todos os usuarios,
especialmente para a conta raiz (root account).

o Rotagao Regular de Credenciais.

3. Configuragcao do Sistema Operacional, Rede e Firewall (para laaS como
EC2):

o Patches e Atualizagoes de Seguranga: Manter os sistemas

operacionais e softwares instalados nas instancias EC2 atualizados

com os ultimos patches de seguranga.



o Configuragao de Firewalls: Configurar corretamente os Security
Groups (firewalls no nivel da instancia) e Network Access Control Lists
(NACLs - firewalls no nivel da sub-rede) para controlar o trafego de
entrada e saida.

o Protegao contra Malware e Virus: Instalar e manter software de
protecdo em suas instancias.

o Gerenciamento de Configuragdes Seguras.

4. Segurancga da Aplicacgao:

o Desenvolvimento Seguro de Codigo: Implementar praticas de
codificagdo segura para evitar vulnerabilidades como injegao de SQL,
cross-site scripting (XSS), etc.

o Teste de Seguranc¢a de Aplicagoes.

o Gerenciamento de Dependéncias e Bibliotecas.

5. Conformidade e Governancga:

o Garantir que o uso dos servigos da AWS esteja em conformidade com

as politicas internas da empresa e com as regulamentagdes externas

aplicaveis ao seu setor e localizagao.
Uma Analogia para Entender:
Pense no Modelo de Responsabilidade Compartilhada como alugar uma casa:

e O proprietario (AWS) é responsavel pela seguranga estrutural da casa
(fundacoes, paredes, telhado) e pelas utilidades que chegam até a casa
(agua, eletricidade).

e O inquilino (Cliente) é responsavel por trancar as portas e janelas, decidir
qguem tem as chaves, instalar um sistema de alarme se desejar, e pela

seguranga dos seus pertences dentro da casa.
Implicagoes Praticas:

e Nao presuma que "esta na nuvem, entao é seguro": Vocé tem um papel
ativo e crucial na seguranca.
e Utilize os servigos de seguranga da AWS: A AWS oferece uma ampla

gama de servigos para ajudar os clientes com suas responsabilidades de



segurancga, como IAM, KMS, Security Hub, GuardDuty, WAF, Shield,
Inspector, Macie, entre outros.

e Eduque sua equipe: Todos que trabalham com a AWS precisam entender o
Modelo de Responsabilidade Compartilhada e suas implicagdes.

e Audite e Monitore: Implemente monitoramento continuo e auditorias

regulares das suas configuragdes de seguranca.

Ao entender claramente e abracar suas responsabilidades dentro deste modelo,
vocé pode construir e operar aplicagoées seguras e resilientes na nuvem AWS,

aproveitando a robusta seguranca fornecida pela plataforma.

O ecossistema AWS: Além da infraestrutura — Bancos de Dados,

Analytics, IA/ML e mais

Embora nossa discusséo inicial sobre os pilares da AWS tenha se concentrado em
Computagao, Armazenamento e Redes — a fundagéao laaS (Infraestrutura como
Servigo) — é crucial reconhecer que a plataforma AWS vai muito além desses blocos
de construgdo basicos. A Amazon Web Services evoluiu para se tornar um
ecossistema incrivelmente rico e diversificado, oferecendo centenas de servigos que
abrangem praticamente todas as necessidades tecnoldgicas imaginaveis, desde
bancos de dados especializados e ferramentas de analise de big data até

plataformas sofisticadas de inteligéncia artificial e machine learning.

Essa vasta gama de servigos de nivel superior permite que as empresas néao
apenas executem sua infraestrutura na nuvem, mas também inovem mais
rapidamente, extraiam mais valor de seus dados e criem experiéncias de cliente
mais inteligentes e personalizadas. Vamos dar uma olhada em algumas dessas
categorias importantes de servigos que compdem o ecossistema mais amplo da
AWS:

1. Bancos de Dados: A AWS oferece uma selegao abrangente de servigos de
banco de dados totalmente gerenciados, projetados para diferentes tipos de
aplicacdes e necessidades de dados. Isso vai muito além de simplesmente

rodar seu proprio banco de dados em uma instancia EC2.



o Relacionais: Amazon RDS (Relational Database Service) suporta
motores populares como MySQL, PostgreSQL, MariaDB, Oracle e
SQL Server, automatizando tarefas como provisionamento, patching,
backup e failover. Amazon Aurora € um banco de dados relacional
compativel com MySQL e PostgreSQL, construido para a nuvem,
oferecendo maior performance e disponibilidade.

o NoSQL (Chave-Valor): Amazon DynamoDB é um servigo de banco
de dados NoSQL de chave-valor e de documentos, altamente
escalavel e de baixa laténcia, ideal para aplicagdes que precisam de
desempenho consistente em qualquer escala, como aplicagdes web,
mobile, jogos e loT.

o NoSQL (Documento): Amazon DocumentDB (com compatibilidade
com MongoDB) é um servigco de banco de dados de documentos
rapido, escalavel e altamente disponivel.

o NoSQL (Grafos): Amazon Neptune é um servico de banco de dados
de grafos rapido, confiavel e totalmente gerenciado, ideal para
construir aplicagdes que trabalham com dados altamente conectados,
como redes sociais, motores de recomendacao e deteccio de fraudes.

o Em Meméria: Amazon ElastiCache oferece caches em memoria
gerenciados (compativeis com Redis e Memcached) para acelerar o
desempenho de aplicagdes, reduzindo a laténcia de acesso a dados.

o Data Warehouse: Amazon Redshift € um servico de data warehouse
em escala de petabytes, rapido e totalmente gerenciado, que torna
simples e econdmico analisar todos os seus dados usando SQL e
suas ferramentas de Bl existentes.

2. Analytics (Analise de Dados): Para transformar dados brutos em insights
acionaveis, a AWS fornece um conjunto completo de servigos de analytics.

o Processamento de Big Data: Amazon EMR (Elastic MapReduce)
permite processar grandes volumes de dados usando frameworks
como Apache Spark, Hadoop, Hive e Presto.

o Analise Interativa de Dados: Amazon Athena € um servico de
consulta interativa que facilita a analise de dados diretamente no

Amazon S3 usando SQL padrao.



o

Business Intelligence (Bl): Amazon QuickSight € um servigo de Bl
rapido e nativo da nuvem que facilita a criacdo e publicacdo de painéis
interativos.

Streaming de Dados: Amazon Kinesis permite coletar, processar e
analisar dados de streaming em tempo real, como logs de aplicagdes,

dados de cliques em websites e telemetria de dispositivos l0T.

3. Inteligéncia Artificial (Al) e Machine Learning (ML): A AWS esta na

vanguarda da democratizag¢ao da IA e ML, oferecendo servigos para

desenvolvedores de todos os niveis de habilidade.

o

Plataforma de ML: Amazon SageMaker € uma plataforma totalmente
gerenciada que permite a cientistas de dados e desenvolvedores
construir, treinar e implantar modelos de machine learning rapidamente
e em escala.
Servigos de IA Pré-treinados: Para desenvolvedores que ndo sao
especialistas em ML, a AWS oferece servigos de IA que fornecem
inteligéncia pronta para uso em aplicagdes, como:
m Amazon Rekognition: Para analise de imagem e video
(detecgao de objetos, reconhecimento facial, etc.).
m  Amazon Polly: Para transformar texto em fala com som
natural.
m Amazon Lex: Para construir interfaces de conversagao
(chatbots) usando voz e texto.
m Amazon Transcribe: Para converter fala em texto.
m Amazon Comprehend: Para extrair insights e relacionamentos
de texto (analise de sentimento, reconhecimento de entidades).
m Amazon Personalize: Para adicionar recomendagdes

personalizadas a aplicacdes.

4. Internet of Things (loT): Para conectar, gerenciar e extrair valor de

dispositivos conectados.

o

AWS loT Core: Permite que dispositivos se conectem de forma facil e
segura a nuvem e interajam com outras aplicagdes e servigos da AWS.
Outros servigos incluem AWS loT Device Management, AWS loT

Analytics, etc.



5. Ferramentas para Desenvolvedores e DevOps: Um conjunto completo de
ferramentas para construir, implantar e gerenciar aplicagbes na AWS.
o CodeCommit (controle de versao), CodeBuild (compilagao),
CodeDeploy (implantagao), CodePipeline (CI/CD).
o AWS CloudFormation (infraestrutura como cédigo), AWS
OpsWorks (automacgao de configuragao com Chef e Puppet).
6. Seguranga, Identidade e Conformidade: Além do IAM, a AWS oferece
dezenas de servigos focados em seguranca.
o AWS Key Management Service (KMS), AWS Certificate Manager
(ACM), AWS WAF (Web Application Firewall), AWS Shield
(protecao DDoS), Amazon GuardDuty (detec¢cao de ameacgas),

Amazon Inspector (avaliagao de segurancga).

Este é apenas um vislumbre do vasto ecossistema da AWS. A beleza dessa
plataforma é que esses servigos sdo projetados para funcionar juntos. Por exemplo,
vocé pode ter dados de sensores IoT (AWS loT Core) sendo enviados para o
Amazon Kinesis, processados pelo AWS Lambda, armazenados no Amazon S3,
analisados pelo Amazon Athena e Amazon QuickSight, e usando modelos de
machine learning treinados com o Amazon SageMaker para prever falhas de

equipamento.

Compreender que a AWS é muito mais do que apenas servidores e armazenamento
abre um leque de possibilidades para criar solugdes inovadoras e sofisticadas. A
medida que vocé se aprofunda no estudo da AWS, descobrira como esses
diferentes servigos podem ser combinados como pegas de Lego para construir

arquiteturas robustas, escalaveis e inteligentes.

Navegando pelos modelos de servigo e implantacao na

nuvem AWS: Escolhendo o caminho certo

Revisitando os modelos de servigo: laaS, PaaS e SaaS no contexto da

escolha estratégica



No toépico anterior, desvendamos os conceitos fundamentais da nuvem e os pilares
da AWS, incluindo uma introdugéo aos modelos de servigo laaS (Infraestrutura
como Servigo), PaaS (Plataforma como Servigo) e SaaS (Software como Servigo).
Agora, vamos revisitar esses modelos, ndo apenas para relembrar suas defini¢des,
mas para analisa-los sob uma dtica estratégica: como e por que escolher um em
detrimento do outro ao construir solugdes na AWS. A decisdo correta aqui pode
significar a diferenga entre um projeto agil e eficiente e um que se torna um fardo de
gerenciamento. A escolha fundamental gira em torno do equilibrio entre controle e

conveniéncia/redugao do 6nus de gerenciamento.

laaS (Infrastructure as a Service) na AWS: Lembre-se, com laaS, vocé esta
alugando os blocos de construgdo fundamentais da infraestrutura de TI: servidores
virtuais (Amazon EC2), armazenamento (Amazon EBS, S3), e redes (Amazon VPC).
A AWS gerencia o hardware fisico e a camada de virtualizagdo, mas vocé gerencia
o sistema operacional, as aplicagdes, os dados e a seguranga no nivel do SO e

acima.

e Quando escolher laaS?

o Aplicagoes Legadas (Legacy): Se vocé esta migrando uma aplicagao
existente do seu data center on-premises que possui dependéncias
especificas de sistema operacional, bibliotecas ou configuragdes de
hardware particulares, o laaS (especialmente EC2) oferece a
flexibilidade para replicar esse ambiente com o minimo de
modificagdes possiveis (uma abordagem conhecida como
"lift-and-shift").

o Necessidade de Controle Maximo: Para cargas de trabalho que
exigem controle granular sobre a configuragao do sistema operacional,
instalacédo de software especifico ndo suportado por plataformas
PaaS, ou politicas de seguranga muito customizadas no nivel do host.

o Requisitos de Licenciamento Especificos: Algumas licengas de
software podem exigir que rodem em servidores dedicados ou ter
restricbes que sao mais faceis de acomodar em um ambiente laaS. A

AWS oferece opcdes como EC2 Dedicated Hosts para esses cenarios.



o Pilhas de Software Customizadas: Se vocé esta construindo uma
plataforma com uma combinac¢do muito particular de tecnologias que
nao se encaixa em um modelo PaaS pré-definido.

e Exemplo de cenario: Imagine uma empresa de manufatura que possui um
sistema de planejamento de recursos empresariais (ERP) antigo, rodando em
um servidor Windows Server 2008 com uma verséao especifica do SQL
Server. Eles querem se livrar da gestado do hardware fisico, mas a aplicagao é
critica e uma re-arquitetura completa para um modelo PaaS seria muito
arriscada e demorada no momento. A escolha mais pragmatica seria migrar
essa aplicagao para instancias EC2 com o Windows Server 2008 e a versao
necessaria do SQL Server, usando EBS para o armazenamento dos dados.
Eles mantém o controle sobre o ambiente do SO, mas se beneficiam da

infraestrutura escalavel e confiavel da AWS.

PaaS (Platform as a Service) na AWS: Com PaaS, a AWS gerencia a
infraestrutura subjacente e também a plataforma de execugao (sistemas
operacionais, runtimes como Java ou Python, servidores web, bancos de dados).

Vocé foca apenas no seu cédigo e nos seus dados.

e Quando escolher PaaS?

o Desenvolvimento de Novas Aplicagoes: Especialmente para
aplicagdes web e mobile, onde a velocidade de desenvolvimento e
implantacao é crucial. O PaaS permite que os desenvolvedores se
concentrem na logica de negocios e na experiéncia do usuario, em vez
de se preocuparem com a infraestrutura.

o Foco no Cédigo, Nao na Infraestrutura: Se sua equipe de
desenvolvimento ndo tem grande expertise em administracao de
sistemas ou se vocé quer minimizar o tempo gasto em tarefas de
gerenciamento de infraestrutura (como patching de SO, configuragao
de servidores, etc.).

o Iteracao Rapida e DevOps: Ambientes PaaS geralmente se integram
bem com praticas de DevOps e pipelines de CI/CD (Integragao
Continua/Entrega Continua), facilitando a automacéo de builds, testes

e implantacgdes.



o Ambientes Gerenciados para Componentes Comuns: Utilizar
servigos como Amazon RDS para bancos de dados relacionais ou
AWS Lambda para computacao serverless tira de vocé o fardo de
gerenciar a infraestrutura desses componentes.

e Exemplo de cenario: Uma startup de tecnologia esta construindo uma nova
plataforma de e-learning. A equipe € pequena e composta majoritariamente
por desenvolvedores de software. Eles escolhem usar o AWS Elastic
Beanstalk para implantar sua aplicagao web (escrita em Python/Django) e o
Amazon Aurora (um banco de dados relacional gerenciado compativel com
PostgreSQL) para seus dados. Com o Elastic Beanstalk, eles simplesmente
fazem o upload do cddigo, e o servigo provisiona os servidores EC2,
balanceadores de carga, e configura o auto-scaling. Com o Aurora, eles nao
precisam se preocupar com a instalagdo do banco, backups ou patching. Isso
permite que eles lancem o MVP (Produto Minimo Viavel) rapidamente e

iterem com base no feedback dos usuarios.

SaaS (Software as a Service) na AWS: Neste modelo, vocé consome uma
aplicacao de software completa, pronta para uso, fornecida pela AWS ou por um
parceiro através do AWS Marketplace. Vocé ndo gerencia nada da infraestrutura ou

da plataforma; apenas usa o software.

e Quando escolher SaaS?

o Solugoes Prontas para Uso: Para funcionalidades de negdcios
padrao onde uma solugao "de prateleira" atende as suas
necessidades, como e-mail, CRM, ferramentas de colaboracéo, ou
contact centers.

o Minimo Envolvimento de Tl: Quando vocé quer uma solugao que
exija pouca ou nenhuma configuragdo ou gerenciamento por parte da
sua equipe de TI.

o Necessidades Especificas de Negdécios: Muitas vezes, € mais
rapido e econdmico usar um software SaaS especializado do que
tentar construir uma solugao similar do zero.

e Exemplo de cenario: Uma empresa de servigos financeiros precisa

configurar rapidamente um contact center para atender seus clientes. Em vez



de construir toda a infraestrutura de telefonia, PABX, software de atendimento
e integracao, ela opta por usar o Amazon Connect. Em questao de horas,
eles podem configurar fluxos de atendimento, numeros de telefone e ter
agentes atendendo chamadas, com todas as funcionalidades de um contact
center moderno, pagando apenas pelo uso. Outro exemplo seria uma
empresa que precisa de uma solugao de analise de negdcios e adquire uma
ferramenta de Bl como SaaS através do AWS Marketplace, que se integra

com seus dados armazenados na AWS.

E importante notar que a AWS, com sua vasta gama de servicos, muitas vezes
oferece solugdes que se encontram em uma zona cinzenta entre esses modelos, ou
que permitem uma transicdo suave entre eles. Por exemplo, o Amazon RDS é
amplamente considerado PaaS, mas ainda oferece um bom grau de controle sobre
configuragcdes do banco. O AWS Fargate, um motor de computacao serverless para
contéineres, permite que vocé execute contéineres Docker sem gerenciar as
instancias EC2 subjacentes, aproximando-se de uma experiéncia PaaS para
aplicagdes conteinerizadas, embora vocé ainda seja responsavel pela imagem do
contéiner e pela aplicagao dentro dela. A escolha estratégica envolve entender
esses nuances e selecionar o modelo que melhor alinha controle, conveniéncia,

custo e velocidade para cada carga de trabalho especifica.

Aprofundando nos modelos de implantagao: Critérios para decidir entre

publica, privada e hibrida na AWS

Assim como os modelos de servico (laaS, PaaS, SaaS) definem como vocé
consome 0s recursos da nuvem, os modelos de implantacdo — nuvem publica,
nuvem privada e nuvem hibrida — determinam onde essa infraestrutura reside e
quem a gerencia. A escolha do modelo de implantagéo € uma decisao estratégica
crucial, influenciada por fatores como seguranca, conformidade, desempenho, custo
e controle. Vamos revisitar esses modelos e discutir os critérios para tomar a

decisdao mais acertada no contexto da AWS.

Nuvem Publica (o modelo padrao da AWS): Lembre-se que a nuvem publica é
aquela onde os servigos sao de propriedade e operados por um provedor como a

AWS e entregues pela Internet, com recursos compartilhados (mas isolados) entre



multiplos clientes. A vasta maioria dos servigcos da AWS (EC2, S3, RDS, Lambda,
etc.) opera neste modelo, utilizando a infraestrutura global de Regides e Zonas de
Disponibilidade da AWS.

e Quando escolher a Nuvem Publica da AWS?

o A Maioria das Cargas de Trabalho Modernas: Para novas
aplicagdes, websites, aplicagbes moveis, desenvolvimento e teste,
analise de big data, e muitas aplicagdes empresariais, a nuvem publica
é frequentemente a melhor escolha devido a sua agilidade,
escalabilidade e modelo de custo-beneficio.

o Necessidade de Escalabilidade e Elasticidade: Se suas cargas de
trabalho tém demanda variavel ou potencial de crescimento rapido.

o Alcance Global: Se vocé precisa atender usuarios em diferentes
partes do mundo com baixa laténcia.

o Foco em Inovagao e Velocidade: Para aproveitar a vasta gama de
servigos gerenciados e de ponta da AWS, permitindo que sua equipe
se concentre em criar valor de negdcio em vez de gerenciar
infraestrutura.

o Otimizagao de Custos (OpEx): Para evitar grandes investimentos
iniciais em hardware (CapEx) e pagar apenas pelo que usar.

e Exemplo de cenario: Uma empresa de midia digital que langa um novo
portal de noticias e entretenimento. Eles esperam trafego flutuante, com
picos durante grandes eventos. Ao usar a nuvem publica da AWS, eles
podem escalar automaticamente seus servidores web (EC2 com Auto
Scaling), usar o CloudFront para distribuir conteudo globalmente e o S3 para
armazenar grandes volumes de midia, tudo isso pagando conforme o uso e

sem se preocupar com a compra e manutengao de hardware.

Nuvem Privada (e suas manifestagées na AWS): Uma nuvem privada é dedicada
a uma unica organizagao. Embora a AWS seja fundamentalmente uma nuvem
publica, ela oferece solugdes que permitem aos clientes criar ambientes com
caracteristicas de nuvem privada, seja dentro dos data centers da AWS ou

estendendo a experiéncia AWS para os data centers do cliente.

e Quando considerar uma abordagem de Nuvem Privada com a AWS?



o Requisitos Estritos de Soberania ou Residéncia de Dados: Se
regulamentacgdes especificas exigem que certos dados nunca saiam
do data center da prépria organizagéo ou de uma localizagao
geografica muito especifica ndo atendida por uma Regiéo publica da
AWS.

o Conformidade Especifica Exigindo Isolamento Fisico: Alguns
setores ou regulamentos podem ter exigéncias que sdo mais
facilmente atendidas com servidores fisicamente dedicados.

o Laténcia Ultra-Baixa para Sistemas On-Premises: Para aplica¢des
que precisam interagir com sistemas legados no data center do cliente
com laténcia de microssegundos.

o Utilizagao de Licengas de Software Especificas: Algumas licencas
de software podem ser mais faceis de gerenciar em hardware
dedicado.

e Opcoes na AWS para cenarios de Nuvem Privada:

o Amazon EC2 Dedicated Hosts: Fornecem servidores fisicos EC2
totalmente dedicados ao seu uso. Isso pode ajudar a atender
requisitos de conformidade e licenciamento de software.

o VMware Cloud on AWS: Permite que vocé execute suas cargas de
trabalho baseadas em VMware vSphere em uma nuvem privada
dedicada, gerenciada e baseada em hardware da AWS, com acesso
continuo aos servigos da AWS. E uma forma de estender seu data
center definido por software para a AWS.

o AWS Outposts: Um servigo totalmente gerenciado que estende a
infraestrutura, os servicos, as APIs e as ferramentas da AWS para
praticamente qualquer data center, espaco de co-location ou
instalagao on-premises do cliente. Vocé obtém racks de hardware da
AWS instalados em seu local, gerenciados pela AWS, executando
servicos como EC2, EBS, S3 (em Outposts), RDS, ECS, EKS. E ideal
para cargas de trabalho que precisam permanecer on-premises devido
a baixa laténcia ou necessidades de processamento de dados local,
mas que vocé deseja gerenciar com as mesmas APIs e ferramentas
da AWS.



e Exemplo de cenario: Uma fabrica moderna utiliza robls e sensores que
geram grandes volumes de dados que precisam ser processados em tempo
real no chao de fabrica para controle de qualidade e otimizacdo de processos
(baixa laténcia é critica). Eles também querem usar as ferramentas de
analise e machine learning da AWS. Eles poderiam usar o AWS Outposts
para rodar instancias EC2 e servigcos de processamento de dados localmente
na fabrica, enquanto usam a Regido AWS conectada para arquivamento de
longo prazo, treinamento de modelos de ML mais complexos e

gerenciamento centralizado.

Nuvem Hibrida com AWS: Este modelo combina sua infraestrutura on-premises
(ou uma nuvem privada) com os servigos da nuvem publica da AWS. As duas
nuvens permanecem entidades distintas, mas sao interconectadas para permitir a

portabilidade de dados e aplicagdes.

e Quando escolher uma Arquitetura Hibrida com a AWS?

o Migragao Gradual para a Nuvem: Permite mover cargas de trabalho
para a AWS em fases, mantendo algumas aplicagbes on-premises
enquanto se modernizam outras.

o Recuperagao de Desastres (DR): Usar a AWS como um site de DR
para suas aplicagdes on-premises. E geralmente mais econémico do
que manter um segundo data center fisico.

o Cloud Bursting: Manter aplicagbes rodando on-premises e "estourar"
para a nuvem publica da AWS para capacidade adicional durante
picos de demanda.

o Gravidade dos Dados (Data Gravity): Se vocé tem grandes volumes
de dados on-premises que sao dificeis ou caros de mover, vocé pode
rodar aplicagbes de analise ou processamento na AWS que acessam
esses dados.

o Integragdao com Sistemas Legados: Manter sistemas legados
on-premises que nao podem ser facilmente movidos, enquanto se
desenvolvem novas aplicagdes ou componentes na AWS que

precisam interagir com eles.



o

Requisitos Regulatorios Especificos: Algumas regulamentagoes
podem exigir que certos dados permanegam on-premises, enquanto

outros podem ir para a nuvem.

e Servigcos AWS que facilitam a Nuvem Hibrida:

o

AWS Direct Connect: Conexao de rede dedicada entre seu data
center e a AWS.

AWS VPN: Conexdes seguras pela Internet entre sua rede
on-premises e sua VPC na AWS.

AWS Storage Gateway: Integra seu armazenamento on-premises
com o armazenamento na nuvem AWS (S3, EBS, Glacier).

Amazon FSx for Windows File Server: Permite estender ou migrar
seus compartilhamentos de arquivos do Windows para a AWS, com
acesso tanto de instancias EC2 quanto de usuarios on-premises.
AWS Systems Manager: Para gerenciar e operar recursos tanto na

AWS quanto on-premises de forma unificada.

e Exemplo de cenario: Um grande banco possui um data center on-premises

com muitos sistemas core que ndo podem ser movidos rapidamente para a

nuvem devido a complexidade e regulamentag&o. No entanto, eles querem

desenvolver novos aplicativos moveis e uma plataforma de analise de dados

do cliente usando servicos da AWS. Eles estabelecem uma conexao AWS

Direct Connect entre seu data center e a AWS. Os novos aplicativos méveis

séo construidos na AWS, acessando alguns dados dos sistemas core

on-premises de forma segura. A plataforma de analise ingere dados de

diversas fontes, incluindo alguns sistemas on-premises, para processamento

e visualizacdo na AWS. Eles também usam a AWS para backup e DR de

alguns de seus sistemas on-premises.

Consideragao sobre Multinuvem (Multicloud): Embora este curso seja focado na

AWS, é importante reconhecer que algumas organizagées adotam uma estratégia

multinuvem, utilizando servigos de multiplos provedores de nuvem publica (por

exemplo, AWS e Azure, ou AWS e GCP). As razdes podem incluir o desejo de usar

o servigco "melhor da categoria" de cada provedor para uma tarefa especifica, evitar

a dependéncia de um unico fornecedor (vendor lock-in), ou atender a requisitos de

diferentes unidades de negdcio. No entanto, uma estratégia multinuvem adiciona



complexidade significativa em termos de gerenciamento, seguranca, custos e
necessidade de habilidades diversas na equipe. A decisao por multinuvem deve ser

cuidadosamente ponderada em relacdo aos seus beneficios e desafios.

A escolha do modelo de implantagdo mais adequado dependera de uma analise
cuidadosa dos requisitos especificos de cada carga de trabalho e dos objetivos
estratégicos da organizacdo. Frequentemente, as empresas acabam utilizando uma

combinacdo desses modelos para diferentes partes de seu portfélio de TI.

Fatores determinantes na escolha: Alinhando necessidades técnicas e

de negd6cio com os servicos AWS

A decisao sobre qual modelo de servico (laaS, PaaS, SaaS) e qual modelo de
implantagéo (Publica, Privada, Hibrida) utilizar na AWS n&o deve ser tomada de
forma isolada. Ela precisa ser o resultado de uma analise cuidadosa que alinhe as
necessidades técnicas especificas de cada carga de trabalho com os objetivos de
negocio mais amplos da sua organizacao. Varios fatores determinantes entram em

jogo nesse processo de escolha. Vamos explorar os mais criticos:

1. Custo (Analise de TCO e Modelo Financeiro):

o Troca de CapEx por OpEx: Um dos principais atrativos da nuvem ¢é a
mudanca de grandes investimentos iniciais em hardware e
infraestrutura (Despesas de Capital - CapEx) para um modelo de
pagamento conforme o uso (Despesas Operacionais - OpEXx). Isso
precisa ser avaliado. Servigos PaaS e SaaS geralmente maximizam
essa transicdo para OpEx, enquanto laaS pode envolver alguns custos
iniciais de configuragao e migragao.

o Custo Total de Propriedade (TCO): Nao basta olhar apenas o prego
do servigo da AWS. E preciso considerar o TCO, que inclui custos de
licenciamento de software, custos de pessoal para gerenciamento,
treinamento, migragao, e potenciais economias por desativar
infraestrutura on-premises. A AWS oferece calculadoras de TCO para
ajudar nessa analise.

o Otimizagao de Custos na Nuvem: Modelos de precificagdo como

Instancias Reservadas (Rls) e Savings Plans na AWS podem reduzir



significativamente os custos para cargas de trabalho estaveis em
comparagao com o modelo sob demanda (on-demand). A escolha do
servigo (por exemplo, Lambda vs. EC2 provisionado) também tem
grandes implicagdes de custo.

o Parailustrar: Uma empresa pode descobrir que, embora o custo por
hora de uma instancia EC2 (laaS) seja X, o custo de manter uma
equipe para gerenciar o SO, patches e backups dessa instancia eleva
o TCO. Em contraste, um servigco PaaS como o Elastic Beanstalk pode
ter um custo implicito um pouco maior pela plataforma gerenciada,
mas reduzir drasticamente os custos de pessoal para gerenciamento,
resultando em um TCO menor para aquela carga de trabalho
especifica.

2. Desempenho e Escalabilidade:

o Natureza da Carga de Trabalho: Sua aplicagao € intensiva em CPU,
memoria, /0O de disco ou rede? A AWS oferece uma vasta gama de
tipos de instancia EC2 otimizados para diferentes perfis. Servigos
PaaS e Serverless (como Lambda) também tém diferentes
caracteristicas de desempenho.

o Padroes de Trafego: A demanda é constante ou variavel? Existem
picos sazonais? Isso influenciara a escolha entre provisionar
capacidade fixa ou usar servigos com auto-scaling (como EC2 Auto
Scaling Groups, Elastic Beanstalk, Lambda).

o Requisitos de Laténcia: A aplicacao precisa de respostas em
milissegundos? Isso pode influenciar a escolha da Regiao AWS, o uso
de Zonas de Disponibilidade, Pontos de Presencga (CloudFront) ou até
mesmo AWS Local Zones ou Outposts para laténcia ultra-baixa.

o Considere este cenario: Uma plataforma de negociacéo de agdes
online requer laténcia extremamente baixa e alta taxa de transacdo. A
escolha pode pender para instancias EC2 otimizadas para
computagdo com rede de alta performance, localizadas na Regiéo
mais préxima dos mercados financeiros relevantes, e possivelmente
com armazenamento EBS i02 Block Express para I/0O maximo. Em

contraste, um blog pessoal com trafego esporadico pode ser



perfeitamente atendido por uma pequena instancia EC2 t-series (burst)
ou até mesmo hospedagem estatica no S3 com CloudFront.
3. Seguranc¢a e Conformidade:

o Sensibilidade dos Dados: Vocé esta lidando com informacdes
pessoalmente identificaveis (PIl), dados financeiros, segredos
comerciais ou dados de saude? O nivel de sensibilidade dos dados
ditara os requisitos de criptografia, controle de acesso e isolamento.

o Regulamentagdes da Industria e Governamentais: Sua organizagao
esta sujeita a regulamentacées como LGPD (Brasil), GDPR (Europa),
HIPAA (saude nos EUA), PCI DSS (cartées de pagamento)? A AWS
adere a muitos desses padrdes (ver AWS Artifact para relatérios de
conformidade), mas vocé é responsavel por configurar os servigos de
acordo. A escolha do modelo de implantagao (publica, privada com
Outposts, hibrida) e servigos especificos (VPC, KMS para criptografia,
IAM para acesso, GuardDuty para detec¢cdo de ameacas) sera
fortemente influenciada por esses requisitos.

o Necessidades de Isolamento de Rede: O quanto suas cargas de
trabalho precisam ser isoladas da Internet e de outras cargas de
trabalho? A Amazon VPC é fundamental aqui, permitindo criar redes
privadas, sub-redes, e configurar firewalls (Security Groups e Network
ACLs).

o Imagine aqui a seguinte situagao: Uma fintech que processa
pagamentos precisa estar em conformidade com o PCI DSS. Eles
precisardao de um ambiente VPC altamente seguro, segmentacao de
rede rigorosa, criptografia de dados em transito e em repouso, logs
detalhados de auditoria (CloudTrail), e possivelmente usar o AWS
WAF para proteger suas aplicagdes web contra ataques comuns.

4. Confiabilidade e Disponibilidade (RTO/RPO):

o Service Level Agreements (SLAs): Qual é o tempo de atividade
(uptime) que sua aplicagao precisa garantir? A AWS oferece SLAs
para muitos de seus servigos.

o Objetivos de Tempo de Recuperacgao (RTO) e Ponto de
Recuperagao (RPO): Em caso de falha, quao rapidamente a

aplicacao precisa estar online novamente (RTO)? E qual a quantidade



maxima de perda de dados aceitavel (RPO)? Esses objetivos
influenciardo as estratégias de backup, replicagao e failover.

o Design para Falhas: Utilizar multiplas Zonas de Disponibilidade (AZs)
dentro de uma Regido € uma pratica padrao para alta disponibilidade.
Para resiliéncia ainda maior, algumas aplicagdes criticas podem ser
implantadas em multiplas Regides. Servicos como RDS Multi-AZ, S3
com versionamento e replicagao, e ELB s&o cruciais.

o Parailustrar: Uma aplicagcao de e-commerce de grande porte néao
pode se dar ao luxo de ficar offline. Ela sera projetada para rodar em
multiplas AZs, com bancos de dados replicados (RDS Multi-AZ) e
balanceamento de carga. Seus objetivos de RTO e RPO serdo muito
agressivos (minutos ou segundos). Ja um sistema interno de relatérios
pode tolerar um RTO de algumas horas e um RPO de um dia,
permitindo uma estratégia de backup e recuperagdo menos complexa
e mais barata.

5. Complexidade de Gerenciamento e Habilidades da Equipe:

o Expertise Existente: Sua equipe possui as habilidades necessarias
para gerenciar o sistema operacional, patches, backups e seguranca
em um ambiente 1aaS? Ou seria mais produtivo usar servigos PaaS ou
SaaS onde a AWS cuida de grande parte desse gerenciamento?

o Desejo de Reduzir o Onus Operacional: Muitas organizacdes
migram para a nuvem justamente para reduzir a carga de
gerenciamento de infraestrutura. Servigos gerenciados (RDS, Elastic
Beanstalk, Lambda) sao atraentes nesse aspecto.

o Curva de Aprendizagem: Embora a AWS seja poderosa, ha uma
curva de aprendizado. Avalie a capacidade da sua equipe de aprender
e adotar novos servigos e paradigmas (como serverless ou
infraestrutura como cédigo).

6. Tempo de Implantagao (Time-to-Market):

o Urgéncia do Projeto: Quéo rapido vocé precisa que a aplicagao
esteja em produgao?

o Preferéncia por Solugoes Prontas vs. Customizadas: Servigos
PaaS e SaaS geralmente oferecem um time-to-market muito mais

rapido do que construir tudo do zero em laaS. Se a velocidade é



critica, pode valer a pena sacrificar algum nivel de controle ou
personalizagao.
7. Integragao com Sistemas Existentes:

o Sistemas Legados On-Premises: Se sua nova aplicagdo na nuvem
precisa interagir com sistemas que permanecem on-premises, vocé
precisara planejar a conectividade (VPN, Direct Connect), a seguranga
dessa integragao e a laténcia.

o Interoperabilidade: Como os servicos AWS escolhidos se integrarao
com outras aplicagdes (talvez de terceiros ou em outras nuvens)?

Considere APIs, formatos de dados e protocolos de comunicagéo.

Ao ponderar cuidadosamente cada um desses fatores para cada carga de trabalho,
vocé estara mais bem equipado para selecionar a combinagao certa de modelos de
servico e implantacdo na AWS, garantindo que sua solugao na nuvem seja
tecnicamente sélida, financeiramente viavel e alinhada com as metas do seu

negocio.
Cenarios praticos de decisao na AWS: Estudos de caso simplificados

Para solidificar a compreensao de como os fatores de decisédo se aplicam na
pratica, vamos analisar alguns estudos de caso simplificados, ilustrando como
diferentes necessidades podem levar a escolhas distintas de modelos de servigo e
implantagdo na AWS. Lembre-se que estes sdo exemplos generalizados; cada

situagao real exigira uma analise mais aprofundada.

Cenario 1: Startup Langando um MVP (Minimum Viable Product) de um

Aplicativo Web Interativo

e Descrigao: Uma pequena equipe de desenvolvedores esta criando um novo
aplicativo web que permitira aos usuarios colaborar em projetos criativos. O
orcamento é limitado, e a prioridade € langar rapidamente uma versao
funcional (MVP) para obter feedback dos primeiros usuarios e iterar. Eles
esperam um crescimento rapido se o aplicativo for bem-sucedido.

e Fatores Chave:

o Custo: Minimizar custos iniciais (OpEx preferivel a CapEXx).



o Tempo de Implantagao: Velocidade € essencial.

o Escalabilidade: Precisa escalar se o app decolar.

o Habilidades da Equipe: Fortes em desenvolvimento de software,
menos em administracao de sistemas.

o Gerenciamento: Querem focar no produto, ndo na infraestrutura.

e Escolhas Provaveis na AWS:

o Modelo de Servigo: Predominantemente PaaS, com elementos de
laaS para componentes especificos, se necessario, e SaaS para
funcionalidades auxiliares.

m Aplicagcao Web Backend: AWS Elastic Beanstalk (para Python,
Node.js, Ruby, etc.) ou AWS Fargate com Amazon ECS/EKS
(se estiverem usando contéineres). Essas opg¢des cuidam do
provisionamento, balanceamento de carga e auto-scaling,
permitindo que a equipe foque no codigo.

m Banco de Dados: Amazon Aurora Serverless v2 (escala
automaticamente e paga-se pelo uso, ideal para cargas de
trabalho imprevisiveis de startups) ou Amazon DynamoDB
(NoSQL altamente escalavel, 6timo para perfis de acesso
flexiveis e grande volume).

m Armazenamento de Arquivos Estaticos (Imagens, CSS, JS):
Amazon S3, servido globalmente com baixa laténcia através do
Amazon CloudFront (CDN).

m Autenticagcao de Usuarios: Amazon Cognito (PaaS/SaaS para
gerenciamento de identidades).

m E-mail Transacional: Amazon SES (Simple Email Service)
(PaaS/SaaS).

o Modelo de Implantagao: Nuvem Publica da AWS.

e Justificativa: Esta combinacao permite que a startup lance rapidamente com
baixo custo inicial. O Elastic Beanstalk/Fargate e Aurora
Serverless/DynamoDB oferecem a escalabilidade necessaria e reduzem o
onus de gerenciamento da infraestrutura. S3 com CloudFront € uma solucao
padrao e eficiente para conteudo estatico. Cognito e SES resolvem
necessidades comuns com servigos gerenciados. A nuvem publica da AWS

oferece a agilidade e o modelo pay-as-you-go ideais para um MVP.



Cenario 2: Empresa de Médio Porte Migrando seu ERP Legado Critico para a

Nuvem

e Descrigdao: Uma empresa de manufatura estabelecida possui um sistema
ERP (Enterprise Resource Planning) on-premises que € vital para suas
operagdes. O hardware esta envelhecendo e o custo de manutencéo ¢é alto.
Eles querem os beneficios da nuvem (confiabilidade, redugao de custos de
hardware), mas o ERP é complexo, com muitas customizagdes e
dependéncias de versdes especificas de SO e banco de dados. Uma
re-arquitetura completa € inviavel no curto prazo.

e Fatores Chave:

o Compatibilidade: Manter a funcionalidade do ERP existente é
prioritario.

o Controle: Necessidade de controle sobre o ambiente do SO e do
banco de dados.

o Conectividade: Integragcdo com outros sistemas que podem
permanecer on-premises inicialmente.

o Seguranga: Dados empresariais sensiveis.

o Migragao: Minimizar o risco e o tempo de inatividade durante a
migragao (abordagem "lift-and-shift" preferida inicialmente).

e Escolhas Provaveis na AWS:

o Modelo de Servigo: Predominantemente laaS.

m Servidores do ERP e Banco de Dados: Amazon EC2 com
tipos de instancia apropriados para a carga do ERP e do banco
de dados. O cliente instalara e gerenciara o SO (por exemplo,
Windows Server ou uma distribuicdo Linux especifica) e o
software do ERP/banco de dados (por exemplo, Oracle, SQL
Server, SAP). Amazon EBS para volumes de armazenamento
persistente e de alto desempenho.

m Licenciamento: Se houver restricbes de licenciamento de
software que exijam servidores fisicos dedicados, Amazon EC2
Dedicated Hosts podem ser considerados.

o Modelo de Implantagao: Inicialmente Hibrida, com a carga do ERP
na Nuvem Publica da AWS (dentro de uma VPC).



m Rede: Amazon VPC para criar uma rede privada e isolada na
AWS. Configuragao de sub-redes, tabelas de rotas, Security
Groups e Network ACLs para seguranca.

m Conectividade On-Premises: AWS Direct Connect ou AWS
Site-to-Site VPN para estabelecer conectividade segura e
confiavel entre o data center on-premises da empresa (onde
outros sistemas podem residir) e a VPC na AWS.

m Backup e DR: Utilizar Amazon S3 e AWS Backup para backups
do ERP e do banco de dados, com possibilidade de configurar
um ambiente de recuperagao de desastres em outra Regido ou
AZ.

e Justificativa: O laaS (EC2) oferece a flexibilidade necessaria para replicar o
ambiente complexo do ERP legado com o minimo de alteragdes. A empresa
mantém o controle sobre o SO e as configuragdes da aplicagéo. A VPC
garante o isolamento e a seguranga da rede. A conectividade hibrida é
essencial para a integragdo com sistemas remanescentes on-premises e
para uma migragao em fases. Esta abordagem "lift-and-shift" reduz o risco
inicial, com otimiza¢des e moderniza¢des podendo ser planejadas para fases

futuras.

Cenario 3: Grande Corporacao Desenvolvendo uma Plataforma de Analise de

Big Data para Dados de Sensores loT

e Descrigao: Uma empresa de energia com milhares de sensores em campo
quer coletar, armazenar, processar e analisar esses dados de loT em tempo
real para otimizar operagdes, prever falhas e identificar novas oportunidades.
Os volumes de dados sao massivos e chegam em alta velocidade.

e Fatores Chave:

o Escalabilidade: Precisa lidar com petabytes de dados e alta taxa de
ingestao.

o Processamento em Tempo Real e Batch: Necessidade de analises
em tempo real e processamento em lote mais complexo.

o Variedade de Dados: Dados estruturados, semiestruturados e nao

estruturados.



o Servigos Especializados: Requer ferramentas especificas para

ingestao, armazenamento (data lake), processamento e visualizagao

de big data.

e Escolhas Provaveis na AWS:

o Modelo de Servigo: Uma combinagéo de varios servigos PaaS e laaS

especializados.

Ingestao de Dados: AWS loT Core (para conectar e gerenciar
dispositivos), Amazon Kinesis Data Streams ou Kinesis Data
Firehose (para ingestdao de dados de streaming em tempo real).
Armazenamento (Data Lake): Amazon S3 para construir um
data lake centralizado, armazenando dados brutos e
processados de forma econémica e duravel.

Processamento de Dados e ETL: AWS Glue (para ETL
serverless e catalogo de dados), Amazon EMR (Elastic
MapReduce) (para processamento distribuido com Spark,
Hadoop, etc., em clusters EC2 gerenciados).

Data Warehouse: Amazon Redshift (para analises complexas e
Bl sobre dados estruturados e semiestruturados).

Analise Interativa: Amazon Athena (para consultar dados
diretamente no S3 usando SQL).

Visualizagao e Bl: Amazon QuickSight.

Machine Learning: Amazon SageMaker (para construir e
treinar modelos de ML para manutencgao preditiva, por

exemplo).

o Modelo de Implantagao: Nuvem Publica da AWS, possivelmente com

componentes de borda (AWS loT Greengrass) se for necessario

processamento local nos sensores antes de enviar para a nuvem.

e Justificativa: A AWS oferece um ecossistema rico de servigos

especializados para cada estagio do pipeline de big data e loT. Utilizar esses

servigos gerenciados (muitos dos quais sao PaaS) permite que a corporagao

construa uma plataforma poderosa e escalavel sem ter que montar e

gerenciar a complexa infraestrutura subjacente para cada componente. O S3

como data lake oferece flexibilidade e custo-beneficio. A capacidade de



escalar o processamento (EMR) e o armazenamento (S3, Redshift) conforme

necessario é crucial para big data.

Cenario 4: Instituicdo de Saude Armazenando e Processando Dados de
Pacientes com Conformidade LGPD/HIPAA

e Descrigao: Um hospital precisa de uma solugao segura e em conformidade
para armazenar prontuarios eletrénicos de pacientes (PEP), resultados de
exames e realizar analises sobre esses dados para melhorar o atendimento,
tudo isso aderindo estritamente a Lei Geral de Prote¢do de Dados (LGPD) no
Brasil e, se aplicavel, ao HIPAA nos EUA.

e Fatores Chave:

o Seguranga: Maxima prioridade. Protegao contra acesso nao
autorizado, violagdes de dados.

o Conformidade: Atender aos rigorosos requisitos da LGPD/HIPAA
(privacidade, seguranga, consentimento, trilhas de auditoria).

o Controle de Acesso: Gerenciamento granular de quem pode acessar
quais dados.

o Auditabilidade: Capacidade de rastrear todos os acessos e
modificagdes nos dados.

o Residéncia de Dados: Pode haver requisitos para que os dados
permanegam em uma localizagao geografica especifica.

e Escolhas Provaveis na AWS:

o Modelo de Servigo: Combinacao de laaS e PaaS, com forte foco em
servigos de seguranca.

m Rede: Amazon VPC com design de sub-redes privadas para
todos os dados sensiveis. Uso rigoroso de Security Groups e
Network ACLs. Nenhum acesso direto da Internet a bancos de
dados ou armazenamento de PEPs.

m Armazenamento de PEPs e Imagens Médicas: Amazon S3
com criptografia do lado do servidor (SSE-S3, SSE-KMS com
chaves gerenciadas pelo cliente no AWS Key Management
Service), versionamento habilitado e politicas de acesso

restritivas (Bucket Policies e IAM Policies). Para acesso



estruturado, Amazon RDS (PostgreSQL ou MySQL, por
exemplo) ou DynamoDB, ambos com criptografia em repouso e
em transito, rodando em sub-redes privadas.

m Computagao (para aplicagoes de PEP ou analise): Amazon
EC2 ou contéineres (ECS/EKS com Fargate) rodando em
sub-redes privadas, com sistemas operacionais e aplicacdes
devidamente protegidos (hardened).

m Gerenciamento de Identidade e Acesso: AWS |IAM com
politicas de privilégio minimo, autenticagdo multifator (MFA)
obrigatdria para todos os usuarios administrativos. Uso de IAM
Roles para conceder permissdes a servicos AWS.

m Criptografia: Uso extensivo de AWS KMS para gerenciar
chaves de criptografia para S3, EBS, RDS. Criptografia em
transito usando TLS/SSL para todas as comunicacgoes.

m Logs e Monitoramento: AWS CloudTrail (para registrar todas
as chamadas de API), Amazon CloudWatch Logs (para logs de
aplicacao e sistema), Amazon GuardDuty (para deteccao
inteligente de ameacgas), AWS Security Hub (para uma visao
centralizada dos alertas de seguranga e postura de
conformidade).

m Conformidade: Utilizar o AWS Artifact para acessar os
relatorios de conformidade da AWS (por exemplo, ISO 27001,
SOC 2) e assinar um Business Associate Addendum (BAA) com
a AWS se estiver sujeito ao HIPAA.

o Modelo de Implantagao: Nuvem Publica da AWS, selecionando uma
Regido que atenda aos requisitos de residéncia de dados (por
exemplo, a Regido de S&o Paulo para LGPD no Brasil).

e Justificativa: A segurancga e a conformidade sao os principais
impulsionadores. A AWS oferece as ferramentas (VPC, IAM, KMS,
CloudTrail, etc.) para construir um ambiente que pode atender a esses
requisitos rigorosos. O cliente é responsavel por configurar corretamente
esses servigos. A escolha de servigos gerenciados como RDS e S3 com
criptografia ajuda a reduzir o 6nus de gerenciamento de seguranca em

algumas camadas, mas o controle sobre 0 acesso aos dados e a



configuragéo da seguranga na nuvem permanece com a instituigdo de saude,

conforme o Modelo de Responsabilidade Compartilhada.

Estes cenarios ilustram que n&o existe uma "solugcéo unica" na nuvem. A escolha
ideal depende sempre de uma analise criteriosa do contexto especifico do negdcio,

dos requisitos técnicos da aplicagédo e das restricdes existentes.

Primeiros passos praticos: Criando sua conta AWS e

navegando no console de gerenciamento

Antes de comecar: Requisitos e informagdes necessarias para criar sua
conta AWS

Antes de mergulharmos na criagao efetiva da sua conta na Amazon Web Services e
comegarmos a explorar seu vasto universo de servigos, € fundamental que vocé
organize algumas informacgdes e entenda certos pré-requisitos. Ter tudo a mao
tornara o processo de cadastro mais fluido e evitara interrupgdes. Pense nesta
etapa como a preparagao da sua "mala de ferramentas" antes de iniciar uma

construgcéo importante.

Primeiramente, vocé precisara de um enderego de e-mail valido e unico. Este
e-mail sera o identificador principal da sua conta AWS, conhecido como o e-mail do
usuario raiz (root user). E crucial que seja um endereco ao qual vocé tenha acesso
seguro e regular, pois sera utilizado para comunicagdes importantes da AWS,
incluindo alertas de seguranga e informagdes de faturamento. Idealmente, ndo deve
ser um e-mail ja associado a outra conta AWS. Se vocé gerencia multiplas contas
ou tem intencao de fazé-lo no futuro, considere uma estratégia de nomenclatura de
e-mails para facilitar a organizagao (por exemplo,

aws-conta-pessoal@meudominio.comou aws-projeto-x@empresa.com).

Em seguida, vocé necessitara de informagdes de um cartédo de crédito
internacional valido (Visa, Mastercard, American Express, etc.). Este cartdo é

solicitado pela AWS para verificar sua identidade e para cobrir quaisquer custos de



servigos que ultrapassem os limites do AWS Free Tier (Nivel Gratuito da AWS) ou
apos o término do periodo de gratuidade de alguns servigos. E importante frisar que,
ao criar a conta, geralmente é feita uma pequena cobranga de verificagdo (algo em
torno de US$1.00), que normalmente é estornada em poucos dias. A AWS nao
comegara a cobrar por servigos automaticamente, a menos que vocé os utilize além

do que é oferecido gratuitamente. Falaremos mais sobre o Free Tier em breve.

Um numero de telefone valido também ¢é indispensavel. A AWS utilizara este
numero para uma etapa de verificagdo de identidade durante o processo de
cadastro, geralmente enviando um cédigo via SMS ou através de uma chamada de
voz automatizada. Certifique-se de que o telefone informado possa receber essas

comunicagoes.

Por fim, prepare suas informagoes pessoais ou da empresa. Isso inclui seu nome
completo (ou o nome da empresa, se for uma conta corporativa), endereco fisico
completo e pais de residéncia. Se a conta for para uso profissional ou empresarial,

tenha em maos os dados relevantes da organizacéo.

Uma nota importante sobre o AWS Free Tier: A AWS oferece um Nivel Gratuito
generoso para novos clientes, permitindo que vocé experimente uma variedade de
servigos sem custo, dentro de certos limites. Alguns servigos sdo "sempre gratuitos"
(com limites mensais baixos, mas perpétuos), outros oferecem gratuidade por 12
meses a partir da data de criagdo da conta (com limites mensais especificos), e
outros ainda podem ter ofertas de avaliagao de curto prazo. O Free Tier € uma
excelente maneira de aprender e experimentar, e sera nosso aliado neste curso. No
entanto, é crucial estar ciente dos limites de cada servico utilizado para evitar
cobrangas inesperadas. Ao longo do curso, sempre que pertinente, mencionaremos
Ccomo 0s servigos se encaixam no Free Tier, e em um tdpico futuro abordaremos o
monitoramento de custos. Por enquanto, saiba que sua criacdo de conta e os
primeiros passos que daremos serao, na vasta maioria dos casos, cobertos pelo

Free Tier.

Com esses itens preparados — e-mail, cartdo de crédito, numero de telefone e
informacgdes de contato — vocé esta pronto para iniciar o processo de criagao da sua

porta de entrada para a nuvem AWS.



Passo a passo detalhado: Criando sua conta AWS (Conta Raiz)

Com todas as informacdes necessarias em maos, estamos prontos para criar sua
conta AWS. Este processo é fundamental, pois resultara na criagédo do seu "usuario
raiz" (root user), que tem controle total sobre todos os recursos e configuracdes da

sua conta. Siga atentamente cada etapa.

Primeiramente, abra seu navegador de internet preferido e acesse o site principal da
Amazon Web Services. Geralmente, o endereco € aws .amazon.com. Na pagina
inicial, procure por um botéo ou link que diga algo como "Crie uma conta da AWS",
"Criar uma conta gratuita" ou "Sign Up". A interface pode variar ligeiramente, mas a

opgao de criar uma nova conta € sempre proeminente.

Etapa 1: Informagoes de Login e Criagao da Conta Ao clicar na opgao de criar
uma nova conta, vocé sera direcionado para a primeira pagina do formulario de

cadastro.

e Endereco de e-mail do usuario raiz: No campo indicado, insira o endereco
de e-mail que vocé preparou. Este sera o e-mail associado ao seu usuario
raiz. E crucial que seja um e-mail seguro e que vocé verifique regularmente.

e Nome da conta da AWS: Digite um nome para sua conta AWS. Este nome é
um alias que aparecera no console e nas faturas. Pode ser seu nome
pessoal, 0 nome da sua empresa, ou um identificador de projeto. Por
exemplo, "Conta Pessoal Joao Silva" ou "Empresa Exemplo Ltda". Este nome
pode ser alterado posteriormente, se necessario.

e ApOs preencher esses campos, vocé provavelmente vera um botdo como
"Verificar enderego de e-mail". Clique nele. A AWS enviara um e-mail com um
cédigo de verificagdo para o endereco que vocé forneceu. Acesse sua caixa
de entrada, localize o e-mail da AWS (verifique a pasta de spam/lixo
eletrbnico se nao o encontrar) e copie o codigo de verificagdo. Insira este
cbdigo no campo apropriado na pagina de cadastro da AWS para prosseguir.

e Senha do usuario raiz: Apos a verificagao do e-mail, vocé sera solicitado a
criar uma senha para o seu usuario raiz. Crie uma senha forte e unica,
combinando letras maiusculas, minusculas, numeros e simbolos. Evite

senhas obvias ou reutilizadas de outros servigos. Anote esta senha em um



local extremamente seguro, pois ela concede acesso total a sua conta. Vocé

precisara confirmar a senha digitando-a novamente.

Etapa 2: Informagoes de Contato Nesta etapa, a AWS solicitara seus detalhes de

contato.

e Tipo de conta: Vocé precisara escolher entre "Profissional" (para negdcios,
empresas, organizagdes) ou "Pessoal" (para projetos préprios, estudo, etc.).
A principal diferenca reside nas informagdes solicitadas (por exemplo, CNPJ
para contas profissionais no Brasil) e, potencialmente, em algumas op¢des
de comunicacao ou suporte no futuro. Para este curso, se vocé estiver
criando a conta para aprendizado individual, "Pessoal" € adequado. Se for
para sua empresa, escolha "Profissional".

e Informagoes Pessoais/Empresariais: Preencha seu nome completo, nome
da empresa (se aplicavel), numero de telefone, pais e endereco completo
(rua, numero, cidade, estado, CEP). Certifique-se de que todas as
informagdes estejam corretas, pois serdo usadas para faturamento e contato.

e Acordo de Cliente da AWS: Havera uma caixa de selegao indicando que
vocé leu e concorda com os termos do AWS Customer Agreement (Contrato
de Cliente da AWS). E altamente recomendavel que vocé leia este
documento (ou pelo menos as seg¢des principais) para entender seus direitos

e responsabilidades. Marque a caixa para prosseguir.

Etapa 3: Informagoes de Cobranca (Billing) Aqui vocé fornecera os detalhes do

seu cartao de crédito internacional.

e Dados do Cartao de Crédito: Insira o numero do cartdo, data de validade e
o cbdigo de seguranga (CVV). Como mencionado anteriormente, a AWS usa
essas informacodes para verificagao de identidade e para cobranca de
quaisquer servigos que excedam o Nivel Gratuito. Uma pequena cobranga de
autorizagao (geralmente US$1.00 ou o equivalente em sua moeda local)
pode ser feita para verificar a validade do cartao, e essa cobranca é
tipicamente estornada em poucos dias.

e Enderec¢o de Faturamento: Confirme ou insira o endereco de faturamento

associado ao cartdo de crédito. Geralmente, ele pode ser o mesmo endereco



de contato fornecido anteriormente, mas vocé tera a opgao de especificar um

diferente, se necessario.

Etapa 4: Confirmacao de Identidade (Verificagao por Telefone) Para garantir a
segurancga e autenticidade da sua conta, a AWS realizara uma verificagao por

telefone.

e Método de Verificagao: Vocé podera escolher receber um codigo de
verificagdo via SMS (mensagem de texto) ou através de uma chamada de
voz automatizada para o numero de telefone que vocé forneceu na Etapa 2.

e Coddigo de Seguranga (CAPTCHA): Pode haver um CAPTCHA para vocé
resolver, provando que nao é um robd.

e Recebimento e Insergédo do Codigo: Apds selecionar o método e talvez
resolver o CAPTCHA, clique para enviar. Aguarde o recebimento do SMS ou
da chamada. Quando receber o cédigo de verificagao de alguns digitos,

insira-o no campo apropriado na pagina da AWS.

Etapa 5: Escolha do Plano de Suporte A AWS oferece diferentes planos de

suporte técnico, cada um com diferentes niveis de servigo e custos.

e Planos Disponiveis: Vocé vera uma lista de planos, como:

o Basic Support (Suporte Basico): Gratuito. Inclui acesso a
documentacao, féruns da comunidade, AWS Trusted Advisor
(verificagbes basicas) e AWS Health Dashboard. O suporte técnico
para problemas de conta e faturamento esta incluido, mas o suporte
técnico para questdes operacionais € limitado.

o Developer Support (Suporte para Desenvolvedores): Custo
mensal. Inclui tudo do Basic, mais suporte técnico por e-mail com
tempos de resposta mais rapidos para questdes de desenvolvimento e
teste.

o Business Support (Suporte Empresarial): Custo mensal mais
elevado. Oferece tempos de resposta ainda mais rapidos, suporte por
chat e telefone 24/7, acesso completo ao AWS Trusted Advisor, e

orientagao arquitetonica.



o Enterprise On-Ramp / Enterprise Support (Suporte Corporativo):
Planos premium com gerente técnico de contas (TAM) dedicado,
revisdes de arquitetura proativas, etc.

e Recomendagao para Iniciantes: Para os propdésitos deste curso e para
quem esta comegando, o Plano de Suporte Basico (Basic Support) é
perfeitamente adequado e € gratuito. Selecione esta opg¢ao. Vocé sempre

podera atualizar seu plano de suporte no futuro, se necessario.

Finalizagao e Acesso Inicial Apds selecionar o plano de suporte, sua conta AWS
estara configurada! Vocé devera ver uma mensagem de boas-vindas e um botao
para "Fazer login no Console" ou "Acessar o Console de Gerenciamento". Pode
levar alguns minutos (em casos raros, algumas horas) para que todos os servigos
sejam totalmente provisionados e acessiveis em sua nova conta, mas geralmente o

acesso ao console é imediato.

Parabéns! Vocé acaba de criar sua conta AWS. Lembre-se da importancia da senha
que vocé criou para o usuario raiz. Nosso proximo passo crucial sera proteger essa

conta adequadamente antes de comegarmos a explorar 0s servigos.

Protegendo sua conta raiz: A¢oes imediatas e essenciais de seguranca

Agora que sua conta AWS esta criada, a prioridade maxima, antes mesmo de
comecar a explorar os servicos, € proteger adequadamente o seu usuario raiz (root
user). O usuario raiz é a identidade mais poderosa da sua conta; ele tem
permissoes irrestritas para fazer absolutamente tudo, incluindo alterar configura¢des
de faturamento, excluir todos 0s seus recursos e gerenciar o acesso de outros
usuarios. Comprometer o usuario raiz pode ter consequéncias desastrosas.

Portanto, as agdes que descreveremos a seguir ndo sao opcionais, sao essenciais.
Acao 1: Ativar a Autenticagao Multifator (MFA) para o Usuario Raiz

A Autenticagao Multifator (MFA) adiciona uma camada extra de seguranga a sua
conta, exigindo ndo apenas algo que vocé sabe (sua senha), mas também algo que
vocé tem (um cédigo de um dispositivo fisico ou virtual) ou algo que vocé é

(biometria, embora menos comum para o login no console AWS). Mesmo que sua



senha seja comprometida, um invasor ndo conseguira acessar sua conta sem o

segundo fator de autenticagao.

e Tipos de Dispositivos MFA Suportados pela AWS:

o Aplicativos de Autenticagao Virtual: Sao aplicativos para

smartphones (como Google Authenticator, Authy, Microsoft
Authenticator, Duo Mobile) que geram cddigos de acesso unicos
baseados em tempo (TOTP - Time-based One-Time Password). Esta é
a opgao mais comum e recomendada para a maioria dos usuarios.
Chaves de Seguranga FIDO (U2F/WebAuthn): Dispositivos USB,
NFC ou Bluetooth (como YubiKey) que fornecem autenticagao forte
por hardware.

Dispositivos MFA de Hardware (TOTP): Pequenos dispositivos

fisicos que geram codigos numéricos. Menos comuns hoje em dia.

e Passo a Passo para Configurar MFA Virtual para o Usuario Raiz

(Exemplo com Google Authenticator/Authy):

o

Faga Login como Usuario Raiz: Acesse o Console de
Gerenciamento da AWS (console.aws.amazon.com) usando o
endereco de e-mail e a senha do usuario raiz que vocé acabou de
criar.

Acesse as Configuragoes de Seguranga:

m No canto superior direito do console, clique no nome da sua
conta (o alias que vocé definiu).

m No menu suspenso, clique em "Security credentials"
(Credenciais de segurancga). Vocé pode receber um aviso sobre
0 acesso as suas credenciais de seguranga; prossiga.

Secao de Autenticagao Multifator (MFA):

m Na pagina "Your Security Credentials", vocé vera uma segao
chamada "Multi-factor authentication (MFA)". Clique no botéo
"Assign MFA device" (Atribuir dispositivo MFA) ou "Activate
MFA" (Ativar MFA).

Escolha o Tipo de Dispositivo MFA:
m  Selecione "Authenticator app" (Aplicativo de autenticagdo) como

o tipo de dispositivo MFA. D& um nome para o seu dispositivo



MFA virtual, por exemplo, "MeuAppAutenticadorRaiz". Clique
em "Next" (Avancar).

o Configure o Aplicativo Autenticador:

m A AWS exibird um cédigo QR na tela.

m Abra o aplicativo autenticador no seu smartphone (Google
Authenticator, Authy, etc.).

m No aplicativo, procure a opg¢ao para adicionar uma nova conta
ou escanear um codigo QR.

m Use a camera do seu smartphone para escanear o codigo QR
exibido no console da AWS. Se nio puder escanear,
geralmente ha uma opgao para inserir uma chave secreta
manualmente (mostrada abaixo do cddigo QR no console).

m ApOs escanear, o aplicativo autenticador comecgara a gerar
cédigos de 6 digitos que mudam a cada 30-60 segundos.

o Insira os Cédigos MFA:

m De volta ao console da AWS, vocé precisara inserir dois codigos
MFA consecutivos gerados pelo seu aplicativo autenticador nos
campos "MFA code 1" e "MFA code 2". Isso garante que o
dispositivo esta sincronizado corretamente.

m Espere o codigo no seu aplicativo mudar e insira o primeiro. Em
seguida, espere mudar novamente e insira o0 segundo.

o Ative o MFA: Clique em "Add MFA" (Adicionar MFA) ou "Activate"
(Ativar).

e Se tudo correr bem, vocé vera uma mensagem de sucesso. A partir de agora,
sempre que voceé fizer login como usuario raiz, apos inserir sua senha, sera
solicitado o codigo MFA do seu aplicativo autenticador.

o Exemplo pratico: Imagine que sua senha do usuario raiz foi descoberta
por um phisher. Sem MFA, o invasor teria acesso total e poderia, por
exemplo, deletar todos os seus servidores ou roubar seus dados. Com
MFA ativado, mesmo com a senha, o invasor nao conseguiria passar
da tela de login, pois ndo teria acesso ao cddigo gerado

dinamicamente no seu smartphone.

Acao 2: Criar um Usuario IAM Administrador para o Uso Diario



A prética recomendada pela AWS é NAO usar o usuario raiz para tarefas
cotidianas. O usuario raiz deve ser usado apenas para um conjunto muito limitado
de tarefas que exigem explicitamente esse nivel de acesso (como alterar o plano de
suporte, fechar a conta AWS, ou algumas configura¢des de faturamento muito
especificas). Para todo o resto, vocé deve usar usuarios criados através do AWS
Identity and Access Management (IAM). Vamos criar um usuario IAM com

permissdes administrativas para o seu uso diario.

e O que é o lAM? O AWS IAM é um servigco web que ajuda vocé a controlar de
forma segura o acesso aos recursos da AWS. Vocé usa o IAM para controlar
quem é autenticado (conectado) e autorizado (tem permissdes) para usar os
recursos.

e Passo a Passo para Criar um Usuario IAM Administrador:

1. Ainda Logado como Usuario Raiz (com MFA ja ativado): Se vocé
fez logout, faga login novamente.
2. Acesse o Servigo |IAM:

m Na barra de navegacgao superior do console, clique em
"Services" (Servigos).

m Na caixa de busca, digite "IAM" e selecione o servigo IAM nos
resultados. Ou, navegue até a categoria "Security, |dentity, &
Compliance" e clique em |IAM.

3. Crie um Novo Usuario:

m No painel de navegacgéo esquerdo do console do IAM, clique
em "Users" (Usuarios).

m Clique no botédo "Add users" (Adicionar usuarios) ou "Create
user" (Criar usuario).

4. Especifique os Detalhes do Usuario:

m User name (Nome do usuario): Escolha um nome para este
usuario administrador (por exemplo, admin-joao ou
meu-admin).

m Select AWS credential type (Selecionar tipo de credencial
AWS): Marque a caixa "Password - AWS Management Console
access" (Senha - Acesso ao Console de Gerenciamento da

AWS). Isso permitira que este usuario faga login no console.



(Vocé também pode habilitar "Access key - Programmatic
access" se planeja usar a AWS CLI ou SDKs, mas para o
console, a senha é o principal).

Console password (Senha do console): Vocé pode escolher
"Autogenerated password" (Senha gerada automaticamente) ou
"Custom password" (Senha personalizada). Para seu primeiro
usuario administrador, uma senha personalizada que vocé
defina (e que seja forte) € uma boa opgéo.

User must create a new password at next sign-in (O usuario
deve criar uma nova senha no préximo login): E uma boa
pratica marcar esta op¢ao, especialmente se vocé estiver
criando usuarios para outras pessoas. Para seu proprio usuario
administrador, vocé pode desmarcar se tiver definido uma

senha forte.

5. Defina as Permissoes:

Clique em "Next: Permissions" (Avancar: Permissdes).
Selecione "Attach existing policies directly" (Anexar politicas
existentes diretamente).

Na caixa de filtro de politicas, digite AdministratorAccess.
Marque a caixa de selecao ao lado da politica chamada
AdministratorAccess. Esta € uma politica gerenciada pela
AWS que concede permissdes administrativas completas para a
maioria dos servigos e recursos da AWS (mas nao para todas

as acoes que apenas o root pode fazer).

6. Adicione Tags (Opcional):

Clique em "Next: Tags" (Avancar: Tags). Tags séo pares de
chave-valor que podem ajudar a organizar e identificar seus
recursos. Para este usuario, vocé pode pular esta etapa por

enquanto ou adicionar uma tag como Purpose : AdminUser.

7. Revise e Crie:

Clique em "Next: Review" (Avancar: Revisar).



m Verifique se todas as informacgdes estdo corretas: nome do
usuario, tipo de acesso e a politica AdministratorAccess
anexada.

m Clique em "Create user" (Criar usuario).

8. Salve as Credenciais:

m A pagina de sucesso mostrara o nome do usuario e um link
para login no console para usuarios IAM. E crucial salvar este
link de login especifico da sua conta. Ele geralmente esta no
formato
https://<ID_DA_SUA_CONTA>.signin.aws.amazon.com
/console.

m Vocé também pode baixar um arquivo .csv contendo o nome do
usuario, a URL de login e a senha (se gerada
automaticamente). Guarde essas informag¢dées em um local

seguro.

Acao 3: Fazer Logout como Usuario Raiz e Login com seu Novo Usuario IAM

Administrador

Agora que vocé tem um usuario IAM com permissdes administrativas e o MFA
ativado para o seu usuario raiz, a proxima etapa € comecar a usar seu novo usuario

IAM para todas as tarefas no console.

1. Faga Logout do Usuario Raiz: No canto superior direito do console, clique
no nome da sua conta (root user) e selecione "Sign out" (Sair).

2. Guarde as Credenciais do Usuario Raiz: Armazene a senha do usuario raiz
e o dispositivo MFA associado a ele em um local extremamente seguro
(como um cofre de senhas e um local fisico seguro para o dispositivo MFA,
se for hardware). Use o usuario raiz apenas quando for absolutamente
necessario.

3. Facga Login como Usuario IAM Administrador:

o Use o link de login especifico da sua conta que vocé salvou na etapa
anterior (o que contém o ID da sua conta). Se vocé nao salvou, pode ir

para console.aws.amazon.com e, na tela de login, em vez de "Root



user", escolher "IAM user". Vocé precisara fornecer o "Account ID" (ID
da Conta) de 12 digitos (que vocé pode encontrar em e-mails da AWS
ou no console quando logado como root, sob 0 nome da conta) ou o
"Account alias" (Alias da Conta), se vocé o configurar no IAM.

o Digite o nome do usuario IAM administrador que vocé criou (por
exemplo, admin-joao).

o Digite a senha que vocé definiu para este usuario.

o Clique em "Sign In" (Fazer login).

Pronto! Vocé agora esta logado com um usuario IAM que tem privilégios
administrativos, mas que n&o é o usuario raiz. Esta € a maneira correta e segura de
interagir com sua conta AWS no dia a dia. E uma boa pratica também ativar o MFA
para este usuario IAM administrador, seguindo um processo similar ao que fizemos
para o usuario raiz (a opgao estara nas credenciais de segurancga deste usuario
IAM).

Explorando o AWS Management Console: Uma visao geral da interface

Ap0s ter criado sua conta AWS, protegido o usuario raiz com MFA e criado um
usuario IAM administrador para o uso diario (com o qual vocé deve estar logado
agora), é hora de comegar a se familiarizar com o principal ponto de interagdo com
os servigos da AWS: o AWS Management Console. O console € uma interface web
que permite acessar e gerenciar a vasta gama de servigos e recursos da AWS. No
inicio, a quantidade de opg¢des pode parecer um pouco intimidante, mas com um

pouco de exploragao, vocé vera que ele é organizado de forma logica.

Ao fazer login com seu usuario IAM administrador, vocé sera apresentado ao painel
principal ou dashboard da AWS. Vamos dissecar os elementos mais importantes da

interface.

A Barra de Navegacao Superior (Navigation Bar): Esta barra persistente no topo
da pagina é seu principal guia para navegar pelo console. Da esquerda para a

direita, vocé geralmente encontrara:



1. Logo da AWS: Clicar no logo da AWS (um sorriso estilizado) geralmente o
levara de volta ao painel principal do console (AWS Management Console
Home).

2. Services (Servigos): Este € um dos menus mais importantes. Clicar aqui
abrird um menu suspenso com varias formas de encontrar os servigos da
AWS:

o Caixa de Busca: A maneira mais rapida de encontrar um servico se
vocé ja sabe o nome dele ou parte dele. Por exemplo, se vocé digitar
"EC2", o servico Amazon EC2 (Elastic Compute Cloud) aparecera
como sugestao.

o Recently visited (Visitados recentemente): Conforme vocé usa os
servigos, eles aparecerao aqui para acesso rapido.

o All services (Todos os servigos): Aqui, 0s servigos sdo agrupados
por categorias légicas, como "Compute" (Computagédo), "Storage"
(Armazenamento), "Database" (Banco de Dados), "Networking &
Content Delivery" (Rede e Entrega de Conteudo), "Security, Identity, &
Compliance" (Seguranca, Identidade e Conformidade), etc. Isso é util
guando vocé quer explorar os servigos disponiveis para uma
determinada necessidade.

o Exemplo pratico: Vamos supor que vocé queira encontrar o servigo de
armazenamento de objetos, o S3. Vocé pode digitar "S3" na barra de
busca e seleciona-lo. Alternativamente, poderia clicar em "Services", ir
para a categoria "Storage" e encontrar "S3" listado la.

3. Resource Groups (Grupos de Recursos): Permite criar visualizagbes
personalizadas de seus recursos com base em tags ou informagdes do AWS
CloudFormation. Para iniciantes, isso pode nao ser usado imediatamente,
mas é util para organizar recursos em projetos maiores.

4. AWS CloudShell: Clicar neste icone abre um terminal de linha de comando
(shell) baseado em navegador, diretamente no console. O CloudShell ja vem
com a AWS Command Line Interface (CLI) e outras ferramentas
pré-instaladas, permitindo que vocé gerencie seus recursos AWS via
comandos sem precisar configurar a CLI no seu computador local. E uma

ferramenta muito conveniente para tarefas rapidas.



5. Notifications (Sino de Notificagdes): Este icone de sino exibe notificacbes
importantes sobre sua conta, eventos operacionais dos servicos AWS que
vocé utiliza, alertas de seguranga agendados (como descontinuagao de
funcionalidades) e outras informacdes relevantes. E bom verificar isso
periodicamente.

6. Nome da Conta/ID da Conta e Menu da Conta: Aqui vocé vera o nome do
usuario IAM com o qual esta logado, seguido pelo ID da sua conta AWS (um
numero de 12 digitos). Clicar aqui abre um menu suspenso com op¢des
importantes:

o Account (Conta): Leva vocé para a pagina de gerenciamento da sua
conta, onde pode ver e editar detalhes de contato, op¢des de
comunicacgao, e informacdes de seguranca.

o Organization (Organizag¢ao): Se sua conta faz parte de uma AWS
Organization (para gerenciar multiplas contas).

o Service Quotas (Cotas de Servigo): Mostra os limites (quotas) para
diversos recursos da AWS na sua conta e permite solicitar aumentos.

o Billing Dashboard (Painel de Faturamento): Leva vocé ao console
de Gerenciamento de Custos e Faturamento da AWS. Aqui vocé pode
ver seus gastos atuais, faturas anteriores, configurar orgamentos e
alertas de custo, e explorar o AWS Free Tier. Abordaremos isso em
detalhes em um toépico futuro, mas é crucial saber onde encontrar
essas informacgoes.

o Security Credentials (Credenciais de Seguranga): Para o usuario
IAM logado, permite gerenciar senhas, chaves de acesso e
dispositivos MFA.

o Settings (Configuragoes): Permite personalizar algumas preferéncias
do console, como idioma (se disponivel para todos os servigos) e a
Regido padrao.

7. Region Selector (Seletor de Regiao): Este € um menu suspenso
extremamente importante no canto superior direito (ao lado do menu de
Suporte). Ele mostra a Regido da AWS na qual vocé esta operando
atualmente (por exemplo, "N. Virginia", "Sao Paulo", "Ireland"). Muitos

servicos da AWS sao regionais, o que significa que os recursos que vocé cria



em uma Regido (como uma instancia EC2) existem apenas naquela Regiao,
a menos que voceé os replique explicitamente.

o Importancia: E vital garantir que vocé esteja na Regido correta antes
de criar recursos. Se vocé criar um servidor em uma Regido distante
dos seus usuarios, eles experimentarao maior laténcia.

o Como Selecionar: Clique no menu suspenso e escolha a Regido
desejada na lista.

o Exemplo pratico: Se vocé esta no Brasil e pretende criar um servidor
para atender principalmente usuarios brasileiros, vocé provavelmente
selecionara a Regiéo "South America (Sao Paulo) sa-east-1". Se vocé
nao encontrar um recurso que acha que criou, verifique se esta na
Regido correta!l

8. Support (Suporte): Este menu suspenso oferece acesso a:

o Support Center (Central de Suporte): Onde vocé pode criar e
gerenciar casos de suporte técnico (de acordo com seu plano de
suporte), acessar o AWS Trusted Advisor (para recomendacgodes de
otimizagao) e o AWS Health Dashboard (para informagdes sobre a
saude dos servigos).

o Documentation (Documentagao): Links diretos para a vasta e
detalhada documentacéo oficial da AWS, que é um recurso de
aprendizado inestimavel.

o Forums (Féruns): Acesso aos foruns da comunidade AWS, onde
vocé pode fazer perguntas e compartilhar conhecimento com outros

usuarios.

O Painel Principal (Dashboard) ou AWS Management Console Home: Quando
vocé faz login pela primeira vez ou clica no logo da AWS, vocé geralmente aterrissa
no painel principal. Este painel é personalizavel e pode conter varios "widgets"

(pequenos blocos de informagao):

e Barra de Busca Universal: Frequentemente, ha uma barra de busca
proeminente no centro da pagina que permite buscar servigos, recursos,

documentacao, etc.



e Recently visited (Visitados recentemente): Mostra os servigos que vocé
acessou por ultimo.

e AWS Health: Um resumo do status dos servicos AWS que podem estar
afetando seus recursos.

e Cost and usage overview (Visao geral de custos e uso): Se vocé ja tiver
algum uso, pode mostrar um resumo dos seus gastos (disponivel no Billing
Dashboard).

e Welcome to AWS (Bem-vindo a AWS): Pode conter links para tutoriais,
guias de introdugao ou anuncios.

e Build a solution / Explore AWS: Links para solu¢gdes comuns ou para
explorar os servigos.

e \océ pode geralmente customizar este painel, adicionando ou removendo

widgets para adequa-lo as suas necessidades.

Navegando para um Servico Especifico (Exemplo: Dashboard do EC2): Quando
vocé seleciona um servigo especifico (por exemplo, EC2, S3, IAM) no menu
"Services", vocé é levado ao console ou dashboard daquele servigo. A interface de

cada servigo tem sua propria estrutura, mas geralmente segue um padrao:

e Painel de Navegacao a Esquerda: A maioria dos consoles de servigo possui
um painel de navegacgéao na lateral esquerda. Este painel lista as diferentes
funcionalidades e tipos de recursos dentro daquele servigo. Por exemplo, no
console do EC2, vocé encontrara links como "Instances" (Instancias),
"Volumes" (EBS), "Security Groups" (Grupos de Seguranga), "Load
Balancers" (Balanceadores de Carga), etc.

e Area de Contetido Principal: A direita do painel de navegacao, a area
principal exibe as informagdes e opgdes relacionadas ao item selecionado no
painel de navegacéo. Se vocé clicar em "Instances" no EC2, esta area listara
suas instancias EC2 existentes naquela Regido, com botdes para criar novas
instancias ("Launch instances"), gerenciar as existentes (iniciar, parar,
terminar), etc.

e Botoes de Acao: Geralmente, ha botdes proeminentes para as agées mais
comuns, como "Create..." (Criar...), "Launch..." (Lancgar...), "Edit" (Editar),

"Delete" (Excluir).



e Exemplo pratico: Ao entrar no dashboard do servigo S3, o painel de
navegacao esquerdo pode ter opgdes como "Buckets". Clicando em
"Buckets", a area principal listara todos os seus buckets S3. Vocé vera um
botdo como "Create bucket" para criar um novo bucket. Ao selecionar um
bucket existente, novas opcodes e informagdes sobre aquele bucket especifico

aparecerao.

A melhor maneira de se familiarizar com o console é explora-lo. Nao tenha medo de
clicar nos menus e painéis (especialmente com seu usuario IAM administrador, que
tem permissdes, mas nao € o root). Como vocé esta comegando e, idealmente,
dentro do Free Tier para muitas agdes iniciais, o risco de incorrer em grandes custos
explorando a interface € baixo, desde que vocé nao provisione recursos massivos.
Nos proximos topicos, comegaremos a usar esses consoles de servigo para criar e

gerenciar recursos de verdade.

Personalizando sua experiéncia no console e proximos passos no

aprendizado

Depois de ter uma visao geral da estrutura do AWS Management Console, existem
algumas personalizagdes e recursos adicionais que podem aprimorar sua
experiéncia e auxiliar no seu aprendizado continuo. Lembre-se, 0 console é sua
principal ferramenta de interagcdo com a AWS, entdo torna-lo o mais eficiente e

informativo possivel para vocé € um bom investimento de tempo.

Configuragoes da Conta (Account Settings): Embora muitas configuragdes
criticas da conta (como o e-mail do usuario raiz ou o fechamento da conta) sé
possam ser gerenciadas pelo usuario raiz, vocé pode acessar e modificar algumas
informacgdes e preferéncias da sua conta AWS, mesmo logado com seu usuario IAM
administrador (desde que ele tenha as permissdes apropriadas, como a politica

AdministratorAccess geralmente concede).

e Acessando as Configuragoes da Conta: No canto superior direito do
console, clique no nome da sua conta/ID e, no menu suspenso, selecione

"Account" (Conta).



Informagoes de Contato: Vocé podera revisar e, em alguns casos, editar os
enderecos de contato e as preferéncias de comunicagao por e-mail da AWS.
E importante manter essas informagdes atualizadas.

Regidoes da AWS: Vocé pode habilitar ou desabilitar Regides da AWS para
sua conta. Por padrao, Regides mais novas podem estar desabilitadas. Se
vocé precisar usar uma Regido que nao aparece na lista do seletor de
Regides, é aqui que vocé pode habilita-la. (Requer permissdes especificas,
geralmente do root ou de um administrador com delegacgéao para isso).
Configuracoes de Seguranga da Conta (Lembretes e Verificag6es): Esta
secao pode lembra-lo de praticas recomendadas, como a ativagcdo do MFA
para o usuario raiz (que ja fizemos) e a configuragéo de politicas de senha
para usuarios IAM. Para politicas de senha IAM (como complexidade minima,
rotagao obrigatdria), vocé configuraria isso dentro do servigo IAM, nao
diretamente nas configuragdes da conta geral, mas esta pagina pode
fornecer um lembrete ou link.

Gerenciamento de Custos e Faturamento: Como mencionado, o acesso ao
"Billing Dashboard" (Painel de Faturamento) é crucial e pode ser acessado
pelo menu da conta. La vocé encontrara ferramentas para definir orcamentos
(AWS Budgets) que podem alerta-lo quando seus custos se aproximarem de
um limite definido por vocé, uma pratica altamente recomendada,

especialmente ao aprender.

A Importancia da Documentacgao Oficial da AWS: Se ha um recurso que sera seu
companheiro constante na jornada pela AWS, é a documentagao oficial. A AWS
possui uma das documentagdes técnicas mais abrangentes e bem mantidas que

existem.

Como Acessa-la:
o Diretamente pelo site: docs.aws.amazon.com.
o Através do menu "Support” (Suporte) no console da AWS,
selecionando "Documentation”.
o Muitas vezes, dentro do console de um servigo especifico, vocé
encontrara links contextuais ("Learn more", icones de informacgao) que

o levarao diretamente para a secéo relevante da documentacao.



e Por que é seu Melhor Amigo:

o Precisdo e Atualizagio: E a fonte definitiva de verdade para todos os
servicos, funcionalidades, limites e APls da AWS.

o Detalhes Técnicos: Contém guias do usuario, guias de API, tutoriais,
exemplos de cddigo e melhores praticas.

o Resolugao de Problemas: Muitas vezes, a resposta para sua duvida
ou problema ja esta detalhada na documentagéo.

o Exemplo: Se vocé esta tentando configurar uma funcionalidade
especifica em uma instancia EC2 e nao tem certeza sobre um
parametro, consultar o Guia do Usuario do EC2 na documentacao

oficial provavelmente fornecera a explicagao que vocé precisa.

Onde Encontrar Ajuda: Além da documentagao, a AWS e sua comunidade

oferecem diversos canais de ajuda:

e AWS Support Center (Central de Suporte): Acessivel pelo menu "Support".
Com o plano Basic, vocé pode abrir casos para questdes de conta e
faturamento. Para suporte técnico sobre servigos, vocé precisaria de um
plano pago, mas a central de suporte ainda é util para acessar o AWS
Trusted Advisor (verificagdes basicas) e o AWS Health Dashboard.

e AWS Forums (Féruns da AWS): Um lugar para fazer perguntas a
comunidade de usuéarios da AWS e aos engenheiros da AWS. E provavel que
alguém ja tenha passado pelo mesmo desafio que vocé.

e Comunidades de Usuarios Online: Existem muitos grupos de usuarios
AWS (AWS User Groups - AUGSs) locais e online, féruns como Stack Overflow

(com atag amazon-web-services), blogs de especialistas e canais no

YouTube que oferecem tutoriais, dicas e solucoes.
e AWS re:Post: E um Q&A (Perguntas e Respostas) gerenciado pela AWS,
onde vocé pode obter respostas de especialistas da AWS e da comunidade.

Préximos Passos no Aprendizado e Encorajamento: Com sua conta criada e
protegida, e com uma nog¢ao basica de como navegar no console, vocé esta pronto
para comegar a interagir com os servigos de forma mais profunda. Nos proximos
topicos, comegaremos a provisionar e gerenciar recursos como servidores virtuais

(EC2), armazenamento de objetos (S3) e redes virtuais (VPC).



Encorajamento para Exploragao: Nao tenha receio de explorar o console com seu
usuario IAM administrador. Clique nos diferentes servigos (mesmo que apenas para
ver a pagina inicial deles), observe as opgdes nos painéis de navegagao e

familiarize-se com o layout. Lembre-se:

e \océ esta usando um usuario IAM, n&o o root, o que é uma boa pratica.

e Muitos servigos tém um nivel gratuito (AWS Free Tier) que permite
experimentagao sem custo dentro de certos limites.

e Monitore seus custos (mesmo que sejam zero inicialmente) através do Billing
Dashboard. Aprenderemos mais sobre o gerenciamento de custos em um
topico futuro.

e Sempre verifique em qual Regido vocé esta operando para evitar surpresas.

A jornada na nuvem é continua. Quanto mais vocé explorar e experimentar (de
forma consciente e segura), mais rapido se sentira confortavel e proficiente na
utilizagcao da plataforma AWS. Os fundamentos que estabelecemos neste topico sao

a base para todo o conhecimento pratico que construiremos a seguir.

EC2: Seu servidor virtual na AWS - Do

provisionamento a escalabilidade

O que é o Amazon EC2? Conceitos essenciais e casos de uso

O Amazon Elastic Compute Cloud, universalmente conhecido como EC2, é um dos
servigcos fundamentais e mais amplamente utilizados da Amazon Web Services. Em
sua esséncia, o EC2 permite que vocé alugue servidores virtuais, chamados de
"instancias", na nuvem da AWS. Sobre essas instancias, vocé pode executar uma
vasta gama de aplica¢gdes, desde um simples website até complexos sistemas de
processamento de dados. A "elasticidade" no nome EC2 refere-se a capacidade de
aumentar ou diminuir a capacidade computacional de forma rapida e facil, conforme
suas necessidades mudam, pagando apenas pelos recursos que vocé efetivamente

utiliza.



Para compreender plenamente o EC2, é crucial familiarizar-se com seus

componentes e conceitos chave:

1.

2.

3.

Instancias (Instances): S&o os servidores virtuais propriamente ditos. Cada
instancia representa um ambiente de computacgao virtualizado sobre o qual
vocé tem controle para instalar e executar seu software. Uma instancia é
definida por varios atributos, incluindo o tipo de hardware virtual, o sistema
operacional e o software inicial.

AMIs (Amazon Machine Images): Uma AMI é um template pré-configurado
que contém o sistema operacional (como Linux ou Windows Server), software
de aplicacgéo inicial e quaisquer configuragdes necessarias para langar sua
instancia. Pense em uma AMI como uma "imagem mestre" ou um "molde" a
partir do qual vocé cria copias idénticas (suas instancias). Existem diferentes
categorias de AMIs:

o AMIs da AWS: Fornecidas e mantidas pela AWS, oferecendo uma
variedade de sistemas operacionais populares (Amazon Linux,
Ubuntu, Windows Server, etc.). Muitas séo elegiveis para o Free Tier.

o AWS Marketplace AMis: Imagens comercializadas por fornecedores
terceirizados, que podem incluir software especializado ja instalado e
licenciado (por exemplo, firewalls, sistemas de CRM, bancos de dados
especificos).

o AMis Comunitarias (Community AMIs): AMIs compartilhadas por
outros usuarios da AWS. Use com cautela, verificando a procedéncia e
a seguranga.

o Minhas AMIs (My AMIs): Vocé pode criar suas préprias AMIs a partir
de instancias que vocé personalizou. Isso € util para padronizar seus
langcamentos ou para criar backups de servidores.

Tipos de Instancia (Instance Types): A AWS oferece uma vasta selegéo de
tipos de instancia, cada um otimizado para diferentes tipos de carga de
trabalho. Eles sdo agrupados em familias e variam em termos de vCPUs
(CPUs virtuais), quantidade de memoéria (RAM), capacidade e tipo de
armazenamento, e desempenho de rede. Algumas familias comuns incluem:

o T-series (Ex: t2.micro, t3.medium): Instancias de uso geral com

capacidade de burst (expansao de CPU), ideais para cargas de



4.

5.

trabalho com desempenho de CPU que flutua, como sites de baixo
trafego, ambientes de desenvolvimento/teste. Muitas s&o elegiveis
para o Free Tier.

o M-series (Ex: m5.1large, m6g.xlarge): Instancias de uso geral
balanceadas em termos de CPU, memodria e rede. Boas para
servidores de aplicacéo, servidores web de médio porte, bancos de
dados pequenos e médios.

o C-series (Ex: c5.xlarge, c6a.2xlarge): Otimizadas para
computacdo, com alta proporcdo de CPU para memoaria. Ideais para
aplicagdes que exigem alto poder de processamento, como servidores
web de alto desempenho, processamento em lote, codificagdo de
video.

o R-series (Ex: r5.large, r6i.xlarge): Otimizadas para memodria,
com alta propor¢ao de RAM para CPU. Usadas para bancos de dados
em memoria, processamento de big data, caches.

o G-series, P-series, Inf-series (Ex: g4dn.xlarge, p3.2xlarge):
Instancias com GPUs (Unidades de Processamento Grafico) ou
aceleradores especializados, para machine learning, computagao
grafica, renderizagao.

o I-series, D-series (Ex: 13.large, d3.xlarge): Otimizadas para
armazenamento, com armazenamento local NVMe SSD de alta
performance ou armazenamento HDD denso, para bancos de dados
NoSQL de alta performance, data warehousing. A escolha do tipo de
instancia correto depende crucialmente da sua carga de trabalho e dos
seus requisitos de desempenho e custo.

Regides e Zonas de Disponibilidade (AZs): Como ja discutimos, as
instancias EC2 sao langadas em uma Regidao AWS especifica e, dentro
dessa Regidao, em uma Zona de Disponibilidade especifica. Isso permite que
vocé coloque suas instancias proximas aos seus usuarios (para baixa
laténcia) e projete aplicagbes para alta disponibilidade, distribuindo instancias
entre multiplas AZs.

Armazenamento de Instancia (Instance Store) vs. Amazon EBS (Elastic
Block Store):



o Instance Store: Alguns tipos de instancia oferecem armazenamento
temporario em disco, fisicamente conectado ao servidor host. Este
armazenamento € muito rapido (especialmente se for NVMe SSD),
mas os dados no instance store sdo efémeros, ou seja, persistem
apenas durante a vida util da instancia. Se a instancia for parada
(stopped) ou terminada (terminated), os dados no instance store s&o
perdidos. Ideal para caches, buffers ou dados que podem ser
facilmente recriados.

o Amazon EBS: Fornece volumes de armazenamento em bloco
persistentes e externos a instancia, que podem ser anexados a
qualquer instancia EC2 na mesma AZ. Os dados nos volumes EBS
persistem independentemente da vida util da instancia (a menos que
vocé configure o volume para ser excluido na terminacao da
instancia). E o tipo de armazenamento mais comum para o sistema
operacional e para dados que precisam ser duraveis.

6. Security Groups (Grupos de Segurang¢a): Atuam como um firewall virtual
no nivel da instancia para controlar o trafego de entrada e saida. Vocé define
regras que permitem ou negam trafego para portas e protocolos especificos,
a partir de origens especificas (enderegos IP, outros security groups). Séo
stateful, o que significa que se o trafego de entrada for permitido, o trafego de
saida correspondente também sera automaticamente permitido, e vice-versa.

7. Pares de Chaves (Key Pairs): Para acessar instancias Linux via SSH
(Secure Shell) ou para obter a senha inicial de administrador em instancias
Windows, vocé usa um par de chaves criptograficas. A AWS armazena a
chave publica na instancia, e vocé guarda a chave privada em segurancga.
Sem a chave privada, vocé nao consegue se conectar a sua instancia (para
Linux) ou descriptografar a senha (para Windows).

8. Enderegamento IP:

o IP Privado: Toda instancia EC2 langada em uma VPC recebe um
endereco IP privado da faixa de IPs da sub-rede. Este IP é usado para
comunicacao interna dentro da VPC.

o IP Publico: Se configurado, uma instancia pode receber um enderego
IP publico dinédmico, que permite que ela seja acessada da Internet.

Este IP ¢é liberado quando a instancia € parada ou terminada.



o Elastic IP Addresses (EIPs): Sao enderecos IP publicos estaticos
que vocé pode alocar para sua conta e associar a uma instancia EC2.
Diferentemente dos IPs publicos dindmicos, um EIP permanece
associado a sua conta até que vocé o libere explicitamente. Se a
instancia associada falhar, vocé pode reassociar rapidamente o EIP a
uma instancia de substituicdo. Ha um pequeno custo por EIPs que ndo

estdo associados a uma instancia em execugéo.

Casos de Uso Comuns para EC2: A flexibilidade do EC2 o torna adequado para

uma enorme variedade de aplicagoes:

e Hospedagem de Websites e Aplicagées Web: Desde blogs pessoais (como
WordPress) até grandes portais de e-commerce e aplicagdes SaaS
complexas.

e Servidores de Backend para Aplicagoes Moveis e Jogos: Fornecendo a
l6gica de negdcios e o processamento de dados para aplicativos clientes.

e Processamento em Lote e Computacao de Alto Desempenho (HPC):
Executando tarefas que exigem grande poder computacional, como
simulagdes cientificas, renderizagcao de video ou analise financeira.

e Ambientes de Desenvolvimento e Teste: Criando rapidamente ambientes
isolados para desenvolvedores testarem seu codigo.

e Recuperagao de Desastres (DR): Usando instancias EC2 como um site de
recuperacao para aplicagdes rodando on-premises ou em outra Regiao.

e Execucao de Bancos de Dados (Autogerenciados): Embora a AWS
oferega servigos de banco de dados gerenciados como o RDS, algumas
organizacgdes optam por instalar e gerenciar seus préprios bancos de dados
em instancias EC2 para ter controle total.

e Servidores de Arquivos, Servidores de Midia, Servidores de E-mail

(Autogerenciados).

Exemplo pratico: Imagine que vocé é um desenvolvedor freelancer e precisa criar
um ambiente de teste para uma nova aplicagdo web que esta construindo para um
cliente. Em vez de comprar um servidor fisico ou usar seu proprio laptop, vocé pode
rapidamente langar uma instancia EC2 t3.small com uma AMI Ubuntu. Nela, vocé

instala o servidor web (Apache ou Nginx), o runtime da sua aplicagao (Node.js, por



exemplo) e um banco de dados como PostgreSQL. Vocé configura um Security
Group para permitir acesso HTTP e SSH apenas do seu IP. Apds os testes, vocé
pode parar a instancia para economizar custos ou termina-la se nao precisar mais

dela. Este processo pode levar minutos, oferecendo uma agilidade imensa.

Langando sua primeira instancia EC2: Um guia passo a passo detalhado

Agora que entendemos os conceitos essenciais do EC2, vamos colocar a mao na
massa e langar nossa primeira instancia. Este guia passo a passo detalhara cada
etapa no Console de Gerenciamento da AWS. Para este exemplo, lancaremos uma
instancia Linux basica, elegivel para o AWS Free Tier, para que vocé possa

acompanhar sem incorrer em custos (desde que respeite os limites do Free Tier).

Primeiro, faga login no Console de Gerenciamento da AWS com seu usuario IAM
administrador (ndo o usuario raiz). Certifique-se de selecionar a Regido da AWS na
qual vocé deseja langar sua instancia (por exemplo, "N. Virginia us-east-1" ou "Sao

Paulo sa-east-1") usando o seletor de Regidao no canto superior direito.

1. Acessando o Console do EC2:
o No menu "Services" (Servigos) na barra de navegacgao superior, digite
"EC2" na caixa de busca e selecione "EC2" nos resultados. Isso o
levara ao Dashboard do EC2.
2. Iniciando o Processo de Langamento:
o No Dashboard do EC2, procure e clique no botédo "Launch instance"
(Langar instancia). Vocé pode ver duas opgdes: "Launch instance"
(que leva ao novo assistente de langamento) ou "Launch instances
(legacy)" (que leva ao assistente antigo). Usaremos o processo mais

novo, que geralmente é o padrao.

Etapa 1: Name and Tags (Nome e Tags) - No novo console, esta etapa é

combinada com a escolha da AMI

e Name (Nome): No campo "Name", dé um nome descritivo para sua instancia.

Este nome €, na verdade, uma tag Name que sera automaticamente criada.

Por exemplo: MeuPrimeiroServidorWeb.



Etapa 2: Application and OS Images (Amazon Machine Image - AMI)

e Quick Start (Inicio Rapido): Vocé vera uma lista de AMIs populares. Para
nosso exemplo, e para nos mantermos dentro do Free Tier, vamos escolher
uma AMI comum:

o Amazon Linux: Selecione "Amazon Linux". Geralmente, a "Amazon
Linux 2 AMI (HVM)" ou a versao mais recente € uma boa escolha e é
marcada como "Free tier eligible" (Elegivel para o nivel gratuito).

o Ubuntu Server: Alternativamente, vocé poderia escolher "Ubuntu
Server" (uma versao LTS como 20.04 ou 22.04 LTS), que também
costuma ser elegivel para o Free Tier.

e Architecture (Arquitetura): A maioria das AMIs do Free Tier sera "64-bit
(x86)" ou "64-bit (Arm)". Para t2.micro, x86 € comum. Se vocé escolhesse
instancias baseadas em Graviton (Arm), selecionaria a arquitetura Arm.

Mantenha o padrao x86 por agora.
Etapa 3: Instance Type (Tipo de Instancia)

e No menu suspenso "Instance type", vocé vera uma lista de tipos de instancia.
e Para se qualificar para o AWS Free Tier (que oferece 750 horas por més de
instancias t2.micro ou t3.micro dependendo da regido e da
disponibilidade de t2 .micro), selecione t2.micro. Se t2.micro ndo
estiver listado ou se t3 .micro for explicitamente marcado como Free Tier
elegivel em sua regido para novas contas, vocé pode escolhé-lo. O
t2 .micro geralmente tem 1 vCPU e 1 GiB de memoria.

e O console indicara se o tipo de instancia selecionado € "Free tier eligible".
Etapa 4: Key pair (login) - Par de Chaves (login)

e Este é um passo crucial para acessar sua instancia Linux.
e Create new key pair (Criar novo par de chaves):
o Clique em "Create new key pair".
o Key pair name (Nome do par de chaves): Dé um nome ao seu par
de chaves, por exemplo, minha-chave-ec2-sp (se estiver em Sao

Paulo).



o Key pair type (Tipo de par de chaves): Deixe RSA.

o Private key file format (Formato do arquivo da chave privada):
Selecione . pem para uso com OpenSSH (Linux, macOS) ou .ppk
para uso com PuTTY (Windows). Se vocé usa Windows, pode

escolher . pem e converter para . ppk usando o PuTTYgen depois, ou
escolher . ppk diretamente se essa opgao estiver visivel e vocé for

usar PUTTY. Para este exemplo, vamos supor . pem.

o Clique em "Create key pair". Seu navegador fara o download do
arquivo . pem (por exemplo, minha-chave-ec2-sp.pem). Guarde
este arquivo em um local seguro e de facil acesso no seu
computador. Esta é a UNICA oportunidade de baixar esta chave
privada. Se vocé a perder, nao podera acessar sua instancia.

e Se vocé ja tivesse um par de chaves, poderia seleciona-lo na lista.
Etapa 5: Network settings (Configuragées de Rede)

e Clique em "Edit" (Editar) ao lado de "Network settings" para expandir as
opgdes.

e VPC: Mantenha a VPC padrao (default VPC) selecionada por enquanto. A
AWS cria uma VPC padrao em cada Regido para facilitar o inicio.

e Subnet (Sub-rede): Vocé pode deixar "No preference" (Sem preferéncia)
para que a AWS escolha uma Zona de Disponibilidade (AZ) automaticamente
dentro da sua VPC padrao, ou pode selecionar uma sub-rede especifica se
quiser controlar a AZ. Para nosso primeiro langcamento, "No preference" esta
bom.

e Auto-assign public IP (Atribuir IP publico automaticamente):
Certifique-se de que esteja "Enable" (Habilitado). Isso garantira que sua
instancia receba um endereco IP publico para que vocé possa acessa-la pela
Internet.

e Firewall (security groups) - Firewall (grupos de seguranca):

o Selecione "Create security group" (Criar grupo de segurancga) (a
menos que vocé ja tenha um configurado que queira usar).
o Security group name (Nome do grupo de seguranga): Dé um

nome, por exemplo, meu-sg-servidor-web.



o Description (Descrigao): Adicione uma breve descricdo, como

o

Permite SSH e HTTP.
Inbound security groups rules (Regras de entrada do grupo de
seguranga): Aqui vocé define qual trafego de entrada é permitido para
sua instancia.

m Regra1: SSH:

m Clique em "Add security group rule" (Adicionar regra de

grupo de seguranca).

Type (Tipo): Selecione "SSH" (ele preenchera
automaticamente o Protocolo TCP e a Porta 22).
Source type (Tipo de origem): Selecione "My IP". O
console detectara automaticamente seu endereco IP
publico atual e o preenchera. Isso garante que apenas
vocé (do seu IP atual) possa tentar fazer SSH na
instancia, o que € mais seguro do que "Anywhere". Se

seu |IP mudar, vocé precisara atualizar esta regra.

m Regra 2: HTTP (se vocé planeja rodar um servidor web):
m Clique em "Add security group rule" novamente.
m Type (Tipo): Selecione "HTTP" (Protocolo TCP, Porta

80).

Source type (Tipo de origem): Selecione
"Anywhere-IPv4" (0.0.0.0/0). Isso permitira que qualquer
pessoa na Internet acesse sua instancia na porta 80
(necessario para um site publico). Se quiser suportar
IPv6 também, adicione outra regra HTTP com
"Anywhere-IPv6" (::/0).

o As regras de saida (Outbound rules) geralmente permitem todo o

trafego de saida por padrao, o que € aceitavel para a maioria dos

Etapa 6: Configure storage (Configurar Armazenamento)

e Root volume (Volume raiz):



o O Free Tier da AWS inclui até 30 GiB de armazenamento EBS de Uso
Geral (SSD - gp2 ou gp3) por més. A AMI que vocé selecionou
provavelmente vira com um tamanho de volume raiz padréo (por
exemplo, 8 GiB ou 10 GiB). Vocé pode aumentar isso até 30 GiB e
ainda permanecer dentro dos limites mensais do Free Tier para EBS,
se este for seu unico volume.

o Volume type (Tipo de volume): Mantenha "General Purpose SSD
(gp3)" ou "gp2", que sao elegiveis para o Free Tier.

o Delete on termination (Excluir ao terminar): Certifique-se de que
esta opcéo esteja marcada para o volume raiz. Isso significa que
quando vocé terminar (excluir permanentemente) a instancia, o volume
EBS raiz também sera excluido, evitando custos de armazenamento
desnecessarios.

e \océ pode adicionar volumes EBS adicionais aqui, mas para o nosso

primeiro langamento, o volume raiz é suficiente.

Etapa 7: Advanced details (Detalhes Avang¢ados) - Opcional para o primeiro

langamento, mas bom conhecer

e Expanda a sec¢ao "Advanced details".

e |AM instance profile (Perfil da instancia IAM): (Opcional no inicio) Se sua
instancia precisasse acessar outros servicos AWS (como ler arquivos do S3),
vocé criaria um IAM Role com as permissdes necessarias e o anexaria aqui.

e Shutdown behavior (Comportamento de desligamento): "Stop" (Parar) é o
padrdo. "Terminate" (Terminar) faria com que a instancia fosse excluida ao
ser desligada do sistema operacional.

e Termination protection (Protegao contra término): Vocé pode habilitar isso
para evitar a exclus&do acidental da instancia pelo console.

e Monitoring (Monitoramento): O monitoramento basico do CloudWatch
(métricas a cada 5 minutos) é gratuito e habilitado por padrdo. O
monitoramento detalhado (métricas a cada 1 minuto) tem um custo.

e User data (Dados do usuario): (Opcional, mas poderoso) Aqui vocé pode
inserir um script que sera executado na primeira vez que a instancia for

iniciada. E util para automatizar configuracdes iniciais.



Exemplo de User Data para Amazon Linux 2 para instalar um servidor web Apache:
Bash
#!/bin/bash

yum update -y

yum install -y httpd
systemctl start httpd
systemctl enable httpd

echo "<html><h1>0la do meu Servidor EC2I</h1></htmI>" >

var/iwww/html/index.html

(@]
e Este script atualiza o sistema, instala o Apache, inicia o servico, habilita-o

para iniciar no boot e cria uma pagina index.html simples.

Revisao e Langamento (Summary - Resumo a Direita) No lado direito da pagina,
vocé vera um painel de "Summary" (Resumo) que mostra todas as suas
configuragdes. Revise cuidadosamente: AMI, tipo de instancia, par de chaves,
configuracdes de rede (VPC, sub-rede, security group com as portas corretas

abertas), armazenamento.

e Se tudo estiver correto, clique no botdo "Launch instance" (Langar instancia)

no final do painel de resumo.

Visualizando a Instancia: Apds clicar em "Launch instance", vocé sera levado a
uma pagina de sucesso. Clique no link do ID da instancia (ex:
1-0123456789abcdef0) ou no botdo "View all instances" (Visualizar todas as

instancias) para ir ao painel de instancias do EC2.

e Sua nova instancia aparecera na lista.

¢ Instance state (Estado da instancia): Inicialmente, estara como "Pending"
(Pendente). Apos alguns instantes (geralmente menos de um minuto para
instancias Linux), o estado mudara para "Running" (Em execuc¢ao) e as

verificagcbes de status ("Status check") passarao para "2/2 checks passed".



e Detalhes da Instancia: Selecione sua instancia na lista clicando na caixa de
selegdo ao lado dela. No painel inferior, vocé vera detalhes sobre a instancia,
incluindo:

o Public IPv4 address (Enderego IPv4 publico): O IP que vocé usara
para se conectar.

o Public IPv4 DNS (DNS IPv4 publico): Um nome DNS que também
pode ser usado para conectar.

o Instance ID, AMI ID, Instance type, Key pair name, Security

groups, etc.

Parabéns! Vocé acabou de lancar sua primeira instancia EC2 na AWS. O préximo

passo é aprender como se conectar a ela.

Conectando-se a sua instancia EC2: Acesso seguro e pratico

Com sua instancia EC2 em execugao ("Running" e com as verificagées de status
aprovadas), o préximo passo € acessa-la remotamente para poder instalar software,
configurar sua aplicagao ou realizar tarefas administrativas. O método de conexao

varia dependendo do sistema operacional da sua instancia (Linux ou Windows).
Conectando a Instancias Linux via SSH (Secure Shell):

O SSH é o protocolo padrao para se conectar de forma segura a servidores Linux

remotos. Para isso, vocé precisara de um cliente SSH e do arquivo da chave

privada (. pem) que vocé baixou ao criar o par de chaves.

e Pré-requisitos:
1. Cliente SSH:
m Linux e macOS: O cliente OpenSSH ja vem instalado. Vocé
usara o aplicativo "Terminal".
m Windows:
m Windows 10/11 (versdes mais recentes): O cliente
OpenSSH pode estar disponivel nativamente no
PowerShell ou Prompt de Comando.
m PuTTY: Um cliente SSH popular e gratuito para

Windows. Se vocé baixou a chave como .pem e quer



usar PuTTY, precisara primeiro converté-la para o
formato . ppk usando a ferramenta PuTTYgen (que vem
com o PuTTY). Se vocé baixou como . ppk diretamente,
pode pular a conversao.
m Windows Subsystem for Linux (WSL): Permite rodar
um ambiente Linux no Windows, que incluira o cliente
OpenSSH.
2. Arquivo da Chave Privada (.pem): O arquivo que vocé baixou (por
exemplo, minha-chave-ec2-sp.pem).
e Passos para Conexao (usando OpenSSH em Linux, macOS ou Windows
com cliente OpenSSH):

1. Localize sua Chave Privada: Certifique-se de saber onde o arquivo
. pem esta salvo no seu computador (por exemplo,
~/Downloads/minha-chave-ec2-sp.pemou

C:\Users\SeuUsuario\Downloads\minha-chave-ec2-sp.pem)

Defina as Permissdes Corretas para a Chave Privada (Apenas Linux e macOS):

O cliente OpenSSH exige que o arquivo da chave privada nao seja publicamente
visivel. Abra o Terminal e navegue até o diretério onde vocé salvou o arquivo . pem.

Em seguida, execute o comando:
Bash

chmod 400 /caminho/para/sua-chave.pem

Substitua /caminho/para/sua-chave.pem pelo caminho real do seu arquivo.
Por exemplo, se estiver na sua pasta Downloads e se chamar
minha-chave-ec2-sp.pem:

Bash

chmod 400 ~/Downloads/minha-chave-ec2-sp.pem

2. Este comando remove todas as permissdes para grupo e outros, e

concede apenas permissao de leitura para o proprietario do arquivo.



3. Obtenha o Endereco IP Publico ou DNS da sua Instancia: No
console do EC2, selecione sua instancia em execugéo. No painel de

detalhes, copie o valor de "Public IPv4 address" ou "Public IPv4 DNS".

Conecte-se Usando o Comando SSH: Abra o Terminal (ou PowerShell/Prompt de
Comando com OpenSSH no Windows) e use o seguinte comando:

Bash

ssh -i /caminho/para/sua-chave.pem

nome_de _usuario@endereco_ip_ou_dns_publico

4. Substitua:
m /caminho/para/sua-chave.pem pelo caminho real do seu
arquivo .pem.
m nome_de_usuario pelo nome de usuario padrao para a AMI
que vocé escolheu:
m Para Amazon Linux 2 ou Amazon Linux AMI: ec2-user
m Para Ubuntu: ubuntu
m Para CentOS: centos
m Para Debian: admin
m Para RHEL: ec2-user ou root
m Para Fedora: ec2-user ou fedora (Consulte a
documentacédo da AMI se nao tiver certeza).
m endereco_ip_ou_dns_publico pelo IP publico ou DNS da

sua instancia.

Exemplo pratico: Se sua chave se chama minha-chave-ec2-sp.pem e esta na

sua pasta Documentos, vocé esta usando uma AMI Amazon Linux 2, e o DNS
publico da sua instancia é
ec2-54-200-10-5.sa-east-1.compute.amazonaws.com, 0 comando seria:

Bash
ssh -i ~/Documentos/minha-chave-ec2-sp.pem

ec2-user@ec2-54-200-10-5.sa-east-1.compute.amazonaws.com



5.

6. Aceite a Impressao Digital do Host (Primeira Conexao): Na
primeira vez que vocé se conectar a uma nova instancia, o cliente SSH
exibira a impresséao digital da chave do host ECDSA (ou RSA) e
perguntara se vocé deseja continuar a conexado: Are you sure you
want to continue connecting (yes/no/[fingerprint])?.
Digite yes e pressione Enter. Isso adiciona o host a sua lista de hosts
conhecidos (~/ .ssh/known_hosts).

Se tudo estiver correto, vocé estara conectado a sua instancia Linux e vera o
prompt de comando do servidor!

Usando PuTTY no Windows (se vocé nao tem o cliente OpenSSH ou
prefere PuTTY):

1. Converta .pem para .ppk (se necessario):

m Abrao PuTTYgen.

m Clique em "Load" e selecione seu arquivo . pem (certifique-se
de exibir "All Files (.)" para encontra-lo).

m Clique em "Save private key". Confirme que deseja salva-lo sem
uma senha de protecdo (para uso mais simples agora, embora
uma senha de protecéo adicione seguranga extra a chave em
si). Salve como, por exemplo, minha-chave-ec2-sp.ppk.

2. Configure o PuTTY:

m Abra o PuTTY.

m No campo "Host Name (or IP address)", digite
nome_de_usuario@endereco_ip_ou_dns_publico (ex
ec2-user@54.200.10.95).

m No painel esquerdo, navegue até "Connection" -> "SSH" ->
"Auth". Em algumas versdes mais recentes do PuTTY, pode
estar em "Connection" -> "SSH" -> "Auth" -> "Credentials".

m Clique em "Browse..." ao lado do campo "Private key file for

authentication" e selecione seu arquivo . ppk.



m (Opcional) Vocé pode voltar para a secao "Session", dar um
nome a sua sessédo em "Saved Sessions" e clicar em "Save"
para nao ter que repetir essas configuragdes.

m Clique em "Open".

3. Aceite o Alerta de Seguranga do Host (Primeira Conexao): PuTTY
mostrara um alerta sobre a chave do host ndo estar em cache. Clique

em "Accept" (Aceitar) ou "Yes" (Sim).
Conectando a Instancias Windows via RDP (Remote Desktop Protocol):
Para instancias Windows, o RDP ¢é usado para acesso grafico a area de trabalho.

e Pré-requisitos:
1. Cliente RDP:
m Windows: O "Remote Desktop Connection" (Conex3o de Area
de Trabalho Remota) ja vem instalado (procure por

mstsc.exe).

m macOS: Vocé pode baixar o "Microsoft Remote Desktop" da
Mac App Store.
m Linux: Existem varios clientes RDP, como Remmina ou
FreeRDP.
2. Arquivo da Chave Privada (.pem): Necessario para descriptografar a
senha inicial do administrador.
e Passos para Conexao:
1. Obtenha a Senha do Administrador:
m No console do EC2, selecione sua instancia Windows em
execucgao.
m Clique no bot&o "Connect" (Conectar) na parte superior do
painel de instancias.
m Va para a aba "RDP client" (Cliente RDP).
m Clique em "Get password" (Obter senha). Esta opg¢ao s6 estara
ativa alguns minutos apés o langamento da instancia, pois o

Windows precisa inicializar e gerar a senha.



m Clique em "Browse" e carregue o arquivo da sua chave privada
(. pem) que vocé usou ao langar a instancia.

m Clique em "Decrypt Password" (Descriptografar Senha). A
senha do usuario Administrator sera exibida. Copie-a para
um local seguro temporariamente.

2. Conecte-se Usando o Cliente RDP:

m Abra seu cliente RDP.

m No campo "Computer" (Computador) ou "PC name" (Nome do
PC), insira o Endereco IPv4 Publico ou o DNS IPv4 Publico
da sua instancia Windows (vocé pode encontra-lo na aba "RDP
client" da janela de conexao do EC2 ou nos detalhes da
instancia).

m Clique em "Connect" (Conectar).

m Quando solicitado o0 nome de usuario e senha:

m User name (Nome de usuario): Administrator
m Password (Senha): Cole a senha que vocé
descriptografou na etapa anterior.

m Vocé pode receber um aviso sobre o certificado de identidade
do computador remoto ndo poder ser verificado. Clique em
"Yes" (Sim) ou "Connect" (Conectar) para prosseguir.

e \Vocé devera entado ver a area de trabalho da sua instancia Windows EC2.
AWS Systems Manager Session Manager (Alternativa Segura e Moderna):

O Session Manager é um servico totalmente gerenciado pela AWS que permite
acesso seguro e auditavel a suas instancias EC2 (Linux ou Windows) diretamente

pelo console da AWS ou pela AWS CLI, sem a necessidade de:

e Abrir portas de entrada (como SSH na porta 22 ou RDP na porta 3389) nos
seus Security Groups.

e Gerenciar chaves SSH ou senhas de administrador.

e Configurar bastion hosts (servidores de salto).

e Requisitos:



1. O SSM Agent deve estar instalado e em execugao na instancia EC2
(a maioria das AMIs da AWS mais recentes ja o incluem).

2. Ainstancia EC2 precisa de um IAM Instance Profile (um tipo de IAM
Role) com permissdes para que o SSM Agent se comunique com o
servico Systems Manager (a politica gerenciada

AmazonSSMManagedInstanceCore geralmente é suficiente).

3. Ainstancia precisa de conectividade de rede com os endpoints do
servigo Systems Manager (geralmente através de um Internet
Gateway, NAT Gateway ou VPC Endpoints).
e Como Usar (Visao Geral):
1. Certifique-se de que os pré-requisitos acima sejam atendidos
(especialmente o IAM Role).
No console do EC2, selecione a instancia.

Clique no botao "Connect".

N

Va para a aba "Session Manager".
5. Clique em "Connect".
e Uma nova aba do navegador abrird com uma sessao de terminal para sua
instancia Linux ou uma sessao PowerShell para sua instancia Windows. Este
método € altamente recomendado por sua seguranca e facilidade de

gerenciamento de acesso, especialmente em ambientes maiores.

Escolher o método de conexao correto e seguir as melhores praticas de seguranca
(como néao expor portas desnecessariamente e usar o Session Manager quando

possivel) é crucial para manter suas instancias EC2 seguras.

Gerenciando o ciclo de vida da instancia e monitoramento basico

Uma vez que sua instancia EC2 esta em execucao e vocé consegue se conectar a
ela, é importante entender como gerenciar seu ciclo de vida — ou seja, as diferentes
fases pelas quais uma instancia pode passar — e como monitorar seu desempenho
basico. Essas operagdes sdo fundamentais para o uso eficiente e econémico do
EC2.

Estados da Instancia EC2: Uma instancia EC2 pode passar por varios estados

desde o seu langamento até sua remogao definitiva:



1. pending (pendente): A instancia esta sendo preparada para o langamento.
Isso ocorre logo apds vocé clicar em "Launch instance" e antes que ela esteja
pronta para uso.

2. running (em execugao): A instancia foi langada com sucesso, esta
operacional e vocé esta sendo cobrado por ela (a menos que esteja dentro
dos limites do Free Tier).

3. stopping (parando): A instancia esta no processo de ser parada.

4. stopped (parada): A instancia foi desligada, mas nao removida. O sistema
operacional foi desligado. Importante: Vocé nao é cobrado pelo tempo de
computacdo de uma instancia parada, mas continua sendo cobrado pelo
armazenamento dos volumes EBS anexados a ela. VVocé pode reiniciar
uma instancia parada.

5. shutting-down (desligando para terminagao): A instancia esta no
processo de ser terminada (excluida permanentemente).

6. terminated (terminada): A instancia foi permanentemente excluida e nao
pode ser recuperada. Por padrao, o volume EBS raiz associado é excluido
quando uma instancia é terminada (a menos que vocé tenha desmarcado a
opc¢ao "Delete on termination" para o volume raiz durante o langamento ou
posteriormente). Vocé para de ser cobrado pela instancia e (se excluido) pelo

seu volume EBS raiz.

Acoes no Console para Gerenciar o Ciclo de Vida: Vocé pode controlar o ciclo de

vida da sua instancia diretamente do console do EC2:

1. Navegue até o painel "Instances" (Instancias) no console do EC2.
Selecione a instancia desejada marcando a caixa de selegao ao lado dela.
Clique no menu suspenso "Instance state" (Estado da instancia) na parte
superior do painel. La vocé encontrara as seguintes opg¢des principais:

o Start instance (Iniciar instancia): Disponivel apenas se a instancia
estiver no estado stopped. Inicia a instancia novamente.
o Stop instance (Parar instancia): Disponivel se a instancia estiver

running. Desliga o sistema operacional e move a instancia para o

estado stopped. Os dados nos volumes EBS sdo preservados. E util



guando vocé nao precisa da instancia temporariamente, mas quer
usa-la novamente mais tarde.

m Considere este cenario: Vocé tem um servidor de
desenvolvimento que s6 usa durante o horario comercial. Vocé
pode para-lo no final do dia e inicia-lo na manha seguinte para
economizar nos custos de computacéo durante a noite.

o Reboot instance (Reiniciar instancia): Disponivel se a instancia
estiver running. Realiza uma reinicializacao do sistema operacional,
similar a reiniciar um computador fisico. A instancia permanece
running e os IPs publicos/privados geralmente sdo mantidos.

o Terminate instance (Terminar instancia): Disponivel se a instancia
estiver running ou stopped. Exclui permanentemente a instancia.
Esta acao é irreversivel. Certifique-se de que vocé realmente nao
precisa mais da instancia ou de seus dados (especialmente no volume
raiz, se "Delete on termination" estiver habilitado).

m Para ilustrar: Se vocé criou uma instancia para um teste rapido
e nao precisa mais dela, termina-la € a agao correta para

garantir que vocé nao seja mais cobrado por ela.

Modificando uma Instancia em Execucao ou Parada: Algumas configuragdes de

uma instancia podem ser modificadas apds o langamento:

Alterar o Tipo de Instancia: Vocé pode alterar o tipo de instancia (por
exemplo, de t2.micro param5. large) para aumentar ou diminuir a
capacidade (escalabilidade vertical). Geralmente, a instancia precisa estar no
estado stopped para realizar essa alteracao.

Modificar Security Groups: VVocé pode adicionar ou remover security groups
associados a uma instancia, ou modificar as regras dentro de um security
group existente, a qualquer momento. Essas alteragdes sao aplicadas quase
que instantaneamente.

Anexar/Desanexar Volumes EBS: Vocé pode anexar volumes EBS
adicionais a uma instancia em execucao ou parada, ou desanexar volumes

existentes (exceto o volume raiz de uma instancia em execugao).



e Gerenciar Elastic IPs: Vocé pode associar um Elastic IP a uma instancia ou

desassocia-lo.

Monitoramento Basico com Amazon CloudWatch: A AWS fornece um servigco de

monitoramento chamado Amazon CloudWatch, que coleta métricas e logs dos seus

recursos AWS, incluindo instancias EC2.

e Meétricas Padrao (Basic Monitoring): Por padréo, cada instéancia EC2 envia

métricas para o CloudWatch a cada 5 minutos sem custo adicional. Essas
métricas incluem:

o CPUUtilization: A porcentagem de capacidade de CPU alocada que
esta sendo utilizada.

o Networkin / NetworkOut: O numero de bytes recebidos e enviados
pela instancia em todas as interfaces de rede.

o DiskReadOps / DiskWriteOps: O numero de operacoes de
leitura/gravacao completadas nos volumes de armazenamento da
instancia (instance store e EBS).

o DiskReadBytes / DiskWriteBytes: O numero de bytes lidos/gravados
nos volumes de armazenamento.

o StatusCheckFailed_Instance / StatusCheckFailed_System: Indica
se a instancia passou nas verificagdes de status do sistema e da
instancia.

Visualizando Métricas:

o No console do EC2, selecione sua instancia.

o No painel de detalhes inferior, clique na aba "Monitoring"
(Monitoramento).

o Vocé vera graficos para as métricas padrao ao longo do tempo (ultima
hora, 3 horas, 12 horas, etc.).

Monitoramento Detalhado (Detailed Monitoring): Vocé pode habilitar o
monitoramento detalhado para uma instancia, o que envia métricas para o
CloudWatch a cada 1 minuto. Isso permite uma visualizagdo mais granular
do desempenho, mas tem um custo adicional.

Alarmes do CloudWatch: Uma funcionalidade poderosa do CloudWatch é a

capacidade de criar alarmes. Um alarme monitora uma unica métrica ao



longo de um periodo especificado e executa uma ou mais agdes com base no
valor da métrica em relagao a um limite definido.
o Exemplo pratico: Vocé pode criar um alarme que seja acionado se a
métrica CPUUtilization da sua instancia exceder 80% por um

periodo continuo de 10 minutos. Quando o alarme for acionado, ele
pode, por exemplo, enviar uma notificacdo para vocé por e-mail (via
Amazon SNS - Simple Notification Service) ou, em cenarios mais
avangados com Auto Scaling, acionar o langamento de mais
instancias.

o Para criar um alarme (forma simplificada):

1. Na aba "Monitoring" da sua instancia, ao lado de um grafico de
métrica, vocé pode ver um icone de sino ou uma opg¢ao "Create
alarm".

2. Defina a métrica, a condicdo (maior que, menor que, etc.), o
limite e o periodo.

3. Configure a agédo, como enviar uma notificagdo para um tépico
SNS existente ou novo (vocé precisara confirmar a inscricado no

e-mail para receber as notificagoes).

Compreender como gerenciar o ciclo de vida das suas instancias e como monitorar
seu desempenho basico é essencial para operar eficientemente na AWS, otimizar

custos e garantir a saude das suas aplicagoes.

Escalabilidade e alta disponibilidade com EC2: Introduc¢ao a conceitos

avancados

Até agora, focamos no langcamento e gerenciamento de instancias EC2 individuais.
No entanto, para construir aplicagdes robustas, resilientes e que possam lidar com
variagdes de demanda, precisamos introduzir conceitos mais avangados:
escalabilidade e alta disponibilidade. A AWS fornece ferramentas poderosas

integradas ao EC2 para alcancar esses objetivos.

Escalabilidade: Adaptando-se a Demanda Escalabilidade é a capacidade de um
sistema de aumentar ou diminuir seus recursos de Tl para atender a uma demanda

flutuante. Existem dois tipos principais de escalabilidade no contexto do EC2:



1. Escalabilidade Vertical (Scaling Up/Down):
o O que é: Aumentar (scaling up) ou diminuir (scaling down) a
capacidade de uma unica instancia, alterando seu tipo. Por exemplo,

mudar uma instancia de t2 .micro paramS. large (scaling up) ou de
mS.large para t2.micro (scaling down).

o Como fazer: Geralmente, a instancia precisa ser parada antes que
vocé possa modificar seu tipo no console do EC2. Apds a alteragao,
vocé inicia a instédncia novamente.

o Quando usar: Util quando o gargalo é a capacidade de uma Unica
maquina (CPU, RAM) e a aplicagédo n&o é facilmente distribuivel entre
multiplas maquinas, ou para ajustes de capacidade de longo prazo.

o Limitagdes: Ha um limite maximo para o quao "grande" uma unica
instancia pode se tornar. Além disso, o processo de parar € iniciar
pode causar um breve tempo de inatividade.

2. Escalabilidade Horizontal (Scaling Out/In):

o 0O que é: Adicionar mais instancias (scaling out) para distribuir a carga
ou remover instancias (scaling in) quando a demanda diminui. Em vez
de uma instancia maior, vocé tem mais instancias menores (ou do
mesmo tamanho).

o Como fazer: Envolve o uso de dois servigos principais da AWS:

1. Elastic Load Balancing (ELB):

m O que é: O ELB distribui automaticamente o trafego de
entrada da sua aplicagao entre multiplas instancias EC2.
Essas instancias podem estar em diferentes Zonas de
Disponibilidade (AZs) dentro de uma mesma Regiéo, o
que também melhora a alta disponibilidade.

m Tipos de ELB (foco no Application Load Balancer -
ALB):

m Application Load Balancer (ALB): Ideal para
balanceamento de carga de trafego HTTP e
HTTPS (camada 7). E flexivel, permitindo
roteamento baseado em conteudo (URL, host), e

se integra bem com contéineres e microservigos.



m Network Load Balancer (NLB): Para
balanceamento de carga de trafego TCP, UDP e
TLS (camada 4) que requer performance ultra-alta
e enderecgos IP estaticos para o balanceador.

m Gateway Load Balancer (GWLB): Usado para
implantar, escalar e gerenciar appliances virtuais
de terceiros, como firewalls e sistemas de
deteccéao de intrusio.

m (Classic Load Balancer - CLB: Geragao anterior,
ainda suportado, mas ALB ou NLB séao
recomendados para novas aplicagdes).

m Funcionamento Basico: O ELB atua como um unico
ponto de contato para os clientes. Ele recebe as
requisicoes e as encaminha para uma das instancias
EC2 registradas (saudaveis) em seu backend.

2. Auto Scaling Groups (ASG):

m O que sdo: Um ASG ajuda a garantir que vocé tenha o
numero correto de instancias EC2 disponiveis para lidar
com a carga da sua aplicagao. Ele permite que vocé
defina um niumero minimo, maximo e desejado de
instancias.

m Componentes Principais de um ASG:

m Launch Configuration (Configuragao de
Langcamento) ou Launch Template (Modelo de
Langcamento): Especifica como as novas
instancias devem ser langadas (AMI, tipo de
instancia, par de chaves, security groups, etc.).
Launch Templates sdo mais novos e mais flexiveis
que Launch Configurations.

m Auto Scaling Group em si: Define o tamanho
minimo, maximo e desejado do grupo, as Zonas
de Disponibilidade onde as instancias podem ser

langadas, e a integragcdo com um Elastic Load



Balancer (para registrar novas instancias
automaticamente).

m Politicas de Escalabilidade (Scaling Policies):
Determinam quando e como o ASG deve
adicionar ou remover instancias. Tipos comuns:

m Target Tracking Scaling (Escalabilidade
com Rastreamento de Destino): Vocé
define uma métrica alvo (por exemplo,
manter a utilizagao média da CPU de todas
as instancias em 60%). O ASG ajusta o
numero de instancias para manter a métrica
no alvo. Esta € a abordagem mais simples
e frequentemente recomendada.

m Step Scaling (Escalabilidade em Etapas)
| Simple Scaling (Escalabilidade
Simples): Adiciona ou remove um numero
especifico de instancias quando um alarme
do CloudWatch é acionado. Step scaling
permite definir diferentes ajustes com base
no tamanho da violacido do alarme.

m Scheduled Scaling (Escalabilidade
Agendada): Permite escalar sua aplicacédo
em resposta a alteragdes de carga
previsiveis (por exemplo, aumentar o
numero de instancias toda manha de

segunda-feira e diminuir toda sexta a noite).

o Exemplo pratico de Escalabilidade Horizontal: Imagine um site de

noticias que recebe um aumento subito de trafego quando uma

historia importante € publicada.

1.

Um Application Load Balancer (ALB) esta na frente,

recebendo todo o trafego dos leitores.

. O ALB distribui esse trafego para um conjunto de instancias

EC2 (servidores web) que fazem parte de um Auto Scaling
Group (ASG).



3. O ASG tem uma Launch Template que define como langar
novas instancias de servidor web (usando uma AMI especifica,
tipo de instancia, etc.).

4. O ASG tem uma politica de Target Tracking configurada para
manter a utilizagdo média da CPU em 50%.

5. Quando o trafego aumenta, a CPU das instancias existentes
sobe. O ASG detecta isso e, para tentar manter a CPU em 50%,
automaticamente langa novas instancias (scaling out) e as
registra no ALB.

6. Quando o trafego diminui, a CPU cai. O ASG entdo termina

instancias desnecessarias (scaling in) para economizar custos.

Design para Alta Disponibilidade (High Availability - HA) Alta disponibilidade
significa projetar suas aplicagdes para que elas possam resistir a falhas de
componentes individuais (como uma instéancia EC2 ou até mesmo uma Zona de

Disponibilidade inteira) com o minimo ou nenhum tempo de inatividade.

e Utilizando Multiplas Zonas de Disponibilidade (AZs): Este é o principio
fundamental para HA na AWS. Lembre-se que AZs sao data centers
fisicamente separados dentro de uma Regi&o, com rede de baixa laténcia
entre eles.

e Como o ELB e 0 ASG Contribuem para HA:

o Ao configurar um Elastic Load Balancer, vocé pode (e deve)
configura-lo para distribuir trafego entre instancias localizadas em
multiplas AZs. Se uma AZ inteira ficar indisponivel, o ELB
automaticamente redirecionara o trafego para as instancias nas AZs
saudaveis.

o Ao configurar um Auto Scaling Group, vocé pode (e deve)
configura-lo para lancgar instancias em multiplas AZs. Se uma AZ
falhar, o ASG pode langar instancias de substituicdo nas AZs restantes
para manter a capacidade desejada.

e Bancos de Dados e HA: Para bancos de dados, servicos como o Amazon
RDS oferecem uma opg¢ao de implantagao "Multi-AZ". Nesta configuragéo, o

RDS automaticamente provisiona e mantém uma réplica sincrona do seu



banco de dados em uma AZ diferente. Se o banco de dados primario falhar, o
RDS realiza um failover automatico para a réplica.
e Aplicagoes Stateful vs. Stateless:

o Aplicagoes Stateless (Sem Estado): S4o mais faceis de escalar
horizontalmente e tornar altamente disponiveis. Nelas, nenhum dado
de sessédo do cliente é armazenado na propria instancia. Qualquer
instancia pode atender a qualquer requisicdo. O estado da sesséao
pode ser armazenado em um servigo externo (como ElastiCache para
Redis ou DynamoDB).

o Aplicagoes Stateful (Com Estado): Armazenam dados de sess&o na
propria instancia. Isso torna a escalabilidade horizontal e o failover
mais complexos, pois vocé precisa garantir que o usuario seja sempre
direcionado para a instancia que contém seu estado, ou replicar o
estado de alguma forma. O ELB oferece "stickiness" de sessao
(afinidade de sess&o) para ajudar com isso, mas projetar para

statelessness é geralmente preferivel.

Ao combinar o uso de Elastic Load Balancing, Auto Scaling Groups e a distribuicao
de recursos em multiplas Zonas de Disponibilidade, vocé pode construir aplicacdes
na AWS que nao apenas escalam para atender a demanda, mas também sao
altamente resilientes a falhas, proporcionando uma experiéncia muito melhor para
seus usuarios finais. Esses conceitos sdo a base da construgcao de arquiteturas bem

projetadas (Well-Architected) na nuvem AWS.

S3 e EBS: Armazenamento robusto e flexivel na AWS

para dados e aplicagoes

Amazon S3: Mergulhando no armazenamento de objetos escalavel e

duravel

O Amazon Simple Storage Service, ou S3, € um dos servigos mais antigos e

fundamentais da AWS, oferecendo um servigo de armazenamento de objetos



altamente escalavel, duravel, disponivel e seguro. Diferentemente dos sistemas de
arquivos tradicionais ou do armazenamento em bloco que veremos com o EBS, o
S3 foi projetado para armazenar e recuperar qualquer quantidade de dados, a

qualguer momento, de qualquer lugar da web.

O que é Armazenamento de Objetos? No armazenamento de objetos, os dados
sdo gerenciados como unidades discretas chamadas "objetos". Cada objeto
consiste nos dados em si (0 arquivo que vocé esta armazenando, como uma
imagem, um video, um backup, etc.), metadados (informagdes descritivas sobre o
objeto) e um identificador globalmente unico chamado chave. Diferentemente do
armazenamento de arquivos (como um sistema de arquivos em seu computador,
com hierarquia de pastas e arquivos) ou armazenamento em bloco (que apresenta
discos brutos que precisam ser formatados), o armazenamento de objetos trata
cada arquivo como um objeto completo em um espaco de nomes plano (flat
namespace) dentro de um contéiner. Embora vocé possa usar prefixos nas chaves
dos objetos para simular uma estrutura de pastas para fins de organizagao,

fundamentalmente, cada objeto € independente.
Conceitos Chave do S3:

1. Buckets: Sa0 os contéineres onde vocé armazena seus objetos. Pense em
um bucket como um diretorio de nivel superior com um nome globalmente
unico em toda a AWS. Isso significa que, uma vez que um nome de bucket é
usado por qualquer conta AWS no mundo, nenhuma outra conta pode criar
um bucket com o mesmo nome. As regras de nomenclatura de buckets s&o
semelhantes as de nomes de dominio DNS (letras minusculas, numeros,
hifens, sem sublinhados, e ndo podem comegar ou terminar com um hifen).
Por exemplo, meu-bucket-super-unico-12345 seria um nome valido,
enquanto Meu_Bucket néo seria.

2. Objetos (Objects): Representam os dados que vocé armazena no S3. Um
objeto é composto por:

o Dados: O conteudo do arquivo em si (uma imagem, um documento,
um video, etc.). O tamanho de um unico objeto no S3 pode variar de 0
bytes até 5 Terabytes (TB).



o Chave (Key): O nome unico do objeto dentro de um bucket. Por
exemplo, se vocé tem um bucket chamado meus-documentos e faz
upload de um arquivo relatorio-anual.pdf para a "pasta"
relatorios/2024/, a chave completa do objeto seria
relatorios/2024/relatorio-anual.pdf. Achave éo
identificador que vocé usa para recuperar o objeto.

o Metadados: Informagdes sobre o objeto. Existem metadados do
sistema (como data da ultima modificagdo, tamanho, tipo de conteudo)
e metadados definidos pelo usuario (que vocé pode adicionar como
pares de chave-valor para classificar ou descrever seus objetos, por
exemplo, projeto:alfaou status:revisado).

o ID de Versao (Version ID): Se o versionamento estiver habilitado no
bucket, cada versdo de um objeto tera um ID de vers&o exclusivo.

3. Regides: Assim como os recursos EC2, os buckets S3 sédo criados em uma
Regiao AWS especifica que vocé escolhe no momento da criagdo do bucket.
Embora os nomes dos buckets sejam globalmente unicos, os dados
armazenados em um bucket residem na Regido selecionada. Escolher uma
Regido proxima aos seus usuarios ou outras aplicagbes AWS pode reduzir a
laténcia e os custos, além de ajudar a atender a requisitos de soberania de
dados.

4. Durabilidade e Disponibilidade:

o Durabilidade: O S3 é projetado para uma durabilidade de dados de
"onze noves" (99,999999999%) para objetos armazenados. Isso
significa que, se vocé armazenar 10.000.000 de objetos no S3, pode
esperar perder, em média, um unico objeto a cada 10.000 anos. Essa
altissima durabilidade é alcangada pela replicagcao redundante dos
dados em multiplos dispositivos e instalagbes dentro de uma Regiao
(especificamente, em multiplas Zonas de Disponibilidade, para as
classes de armazenamento padr&o).

o Disponibilidade: A disponibilidade refere-se a porcentagem de tempo
em que o servigo esta operacional e seus dados estdo acessiveis. As
classes de armazenamento S3 Standard e S3 Intelligent-Tiering

(camada de acesso frequente) s&o projetadas para 99,99% de



disponibilidade, enquanto classes como S3 Standard-IA e S3 One
Zone-lA tém SLAs de disponibilidade ligeiramente menores (por
exemplo, 99,9% e 99,5%, respectivamente), refletindo seus custos
mais baixos.

5. Consisténcia de Dados: O Amazon S3 oferece consisténcia forte para
leituras apos novas escritas (strong read-after-write consistency) para todas
as operacgdes de PUT (criacao/sobrescrita) e DELETE de objetos em seus
buckets S3, em todas as Regides da AWS. Isso significa que, apés uma
escrita bem-sucedida de um novo objeto ou a sobrescrita ou exclusdo de um
objeto existente, qualquer leitura subsequente recebera imediatamente a
versao mais recente do objeto. Isso simplifica o desenvolvimento de
aplicagdes, pois vocé nao precisa se preocupar com a possibilidade de ler

dados desatualizados apds uma modificagao.

Classes de Armazenamento do S3 (Storage Classes): O S3 oferece diferentes
classes de armazenamento otimizadas para diferentes padrdes de acesso e custos.
Escolher a classe certa pode economizar significativamente nos custos de

armazenamento.

e S3 Standard: E a classe de armazenamento padréo, projetada para dados
acessados frequentemente ("dados quentes"). Oferece baixa laténcia e alto
desempenho. Ideal para uma ampla gama de casos de uso, como sites
dinamicos, distribuicdo de conteudo, aplicagbes moveis e de jogos, e analise
de big data.

e S3 Intelligent-Tiering: Para dados com padrdes de acesso desconhecidos,
variaveis ou dificeis de prever. Esta classe monitora os padrdes de acesso e
move automaticamente os objetos entre duas camadas de acesso: uma
camada de acesso frequente (com o mesmo desempenho do S3 Standard) e
uma camada de acesso infrequente de menor custo. Recentemente, foram
adicionadas camadas de arquivamento opcionais. Tudo isso ocorre sem
impacto no desempenho, sem taxas de recuperacéo e sem 6nus operacional
de ter que mover os dados manualmente. Ha uma pequena taxa mensal de

monitoramento por objeto.



e S3 Standard-Infrequent Access (S3 Standard-lA): Projetada para dados
acessados com menos frequéncia ("dados mornos"), mas que exigem acesso
rapido quando necessario. Oferece a mesma alta durabilidade, baixa laténcia
e alto throughput do S3 Standard, mas com um pre¢o de armazenamento por
GB mais baixo e uma taxa de recuperacao de dados por GB. Ideal para
backups de longo prazo, armazenamento de arquivos de recuperagao de
desastres e dados mais antigos que ainda precisam ser acessados
rapidamente.

e S3 One Zone-Infrequent Access (S3 One Zone-lA): Similar ao S3
Standard-lA em termos de acesso infrequente e taxa de recuperacido, mas
armazena dados em uma unica Zona de Disponibilidade (AZ) dentro de uma
Regido, em vez de multiplas AZs. Isso resulta em um custo de
armazenamento ainda menor (cerca de 20% menos que o S3 Standard-IA). E
uma boa escolha para dados acessados com pouca frequéncia que podem
ser facilmente recriados se a AZ falhar (por exemplo, copias secundarias de
backups ou dados transientes).

e S3 Glacier Instant Retrieval: Uma classe de armazenamento de
arquivamento que oferece o armazenamento de menor custo para dados que
sdo acessados raramente (por exemplo, uma vez por trimestre), mas que
exigem recuperagao em milissegundos quando solicitados. Otima para
arquivos de imagens médicas, arquivos de noticias ou arquivos de midia que
precisam ser acessados imediatamente quando necessario.

e S3 Glacier Flexible Retrieval (anteriormente conhecido como S3
Glacier): Para arquivamento de dados de longo prazo e baixo custo ("dados
frios"). Os custos de armazenamento sdo muito baixos. Oferece opgdes
flexiveis de tempo de recuperagao, desde minutos até horas:

o Expedited (Acelerado): 1 a 5 minutos (custo mais alto para
recuperacao).

o Standard (Padréo): 3 a 5 horas.

o Bulk (Em Massa): 5 a 12 horas (custo mais baixo para recuperagao de
grandes volumes). Ideal para backups que raramente s&o restaurados,
arquivos de projetos concluidos, ou dados que precisam ser retidos

por motivos de conformidade.



e S3 Glacier Deep Archive: A classe de armazenamento de menor custo da
AWS, projetada para arquivamento de longo prazo (7-10 anos ou mais) e
preservacgao digital de dados que raramente, ou nunca, sao acessados, mas
devem ser mantidos (por exemplo, substituicdo de fitas magnéticas). O tempo

de recuperacgao padrao € de até 12 horas.

Exemplo pratico de escolha de classe: Imagine uma empresa de midia. Os videos
recém-publicados e populares seriam armazenados no 83 Standard para acesso
rapido. Apds alguns meses, se 0 acesso diminuir, eles poderiam ser movidos
automaticamente pelo S3 Intelligent-Tiering para uma camada de acesso
infrequente. Arquivos brutos de filmagem de projetos concluidos ha mais de um ano
poderiam ser movidos para o S3 Glacier Flexible Retrieval para economizar
custos. Cépias de seguranga de registros financeiros que precisam ser mantidas por
7 anos por conformidade, e que dificilmente serdo acessadas, poderiam ir para o S3

Glacier Deep Archive.
Recursos e Funcionalidades Importantes do S3:

O S3 nao é apenas um local para "largar" arquivos; ele oferece um rico conjunto de

funcionalidades para gerenciar, proteger e utilizar seus dados:

e Versionamento (Versioning): Quando habilitado em um bucket, o S3
mantém todas as versdes de um objeto sempre que ele € sobrescrito ou
excluido. Isso permite recuperar versdes anteriores ou objetos excluidos
acidentalmente. Cada versdo tem um ID de vers3o exclusivo. E uma 6tima
protecao contra erros humanos.

e Gerenciamento do Ciclo de Vida (Lifecycle Management): Permite definir
regras para automatizar a transi¢ao de objetos entre diferentes classes de
armazenamento ao longo do tempo, ou para expirar (excluir) objetos apds um
certo periodo. Por exemplo, vocé pode criar uma regra que mova todos os

objetos no prefixo 1ogs/ do S3 Standard para o S3 Standard-IA apés 30

dias, depois para o S3 Glacier Flexible Retrieval apdés 90 dias, e finalmente
os exclua apos 365 dias.
e Criptografia (Encryption): O S3 oferece varias opgdes para criptografar

seus dados em repouso:



o Criptografia do Lado do Servidor (Server-Side Encryption - SSE):

m SSE-S3: O S3 gerencia as chaves de criptografia (AES-256).

m SSE-KMS: O S3 usa o AWS Key Management Service (KMS)
para gerenciar as chaves. Isso oferece mais controle sobre as
chaves, incluindo a capacidade de usar chaves gerenciadas
pelo cliente (CMKSs) e auditar seu uso.

m SSE-C: O cliente gerencia suas proprias chaves de criptografia.
O S3 realiza a criptografia/descriptografia, mas vocé fornece a
chave com cada requisicao.

o Criptografia do Lado do Cliente (Client-Side Encryption): Vocé
criptografa os dados antes de envia-los para o S3. Para dados em
transito, o S3 suporta HTTPS (TLS/SSL).

e Seguranca e Controle de Acesso: O S3 oferece mecanismos granulares
para controlar quem pode acessar seus buckets e objetos:

o Politicas do IAM (ldentity and Access Management): Definem
permissdes para usuarios e roles IAM da sua conta AWS.

o Politicas de Bucket (Bucket Policies): Documentos baseados em
JSON anexados a buckets para conceder ou negar permissdes a
outros principais (usuarios, contas, servi¢gos) para as operag¢oes do S3
no bucket e seus objetos.

o Listas de Controle de Acesso (ACLs): Um mecanismo legado para
conceder permissdes basicas de leitura/gravacéo a outras contas
AWS. O uso de Politicas do IAM e de Bucket é geralmente preferido
para maior flexibilidade e controle.

o 83 Block Public Access (Bloqueio de Acesso Publico do S3):
Configuragdes no nivel da conta e do bucket para ajudar a prevenir a
exposicao acidental de dados, bloqueando o acesso publico a buckets
e objetos. E habilitado por padréo para novos buckets.

e Hospedagem de Sites Estaticos (Static Website Hosting): Vocé pode
configurar um bucket S3 para funcionar como um servidor web para conteudo
estatico (HTML, CSS, JavaScript, imagens). E uma maneira muito barata e
escalavel de hospedar sites simples.

e Requisicoes Pagas (Requester Pays Buckets): Em vez do proprietario do

bucket pagar pelos custos de download e requisi¢cao, o solicitante (quem esta



acessando os dados) paga por esses custos. Util para compartilhar grandes
conjuntos de dados.
e S3 Object Lock: Permite implementar um modelo WORM
(Write-Once-Read-Many) para seus objetos, protegendo-os contra exclusao
ou sobrescrita por um periodo fixo ou indefinidamente. Usado para atender a
requisitos de conformidade regulatoria.
e Replicagao (Replication):
o Replicagao Entre Regides (Cross-Region Replication - CRR):
Copia automaticamente objetos de um bucket de origem para um
bucket de destino em uma Regido AWS diferente. Util para backup,
recuperacao de desastres, minimizag¢ao de laténcia para usuarios em
diferentes geografias ou para atender a requisitos de conformidade.
o Replicagao na Mesma Regiao (Same-Region Replication - SRR):
Copia objetos para um bucket de destino na mesma Regido. Util para
agregar logs de multiplas fontes em um unico bucket ou para manter
copias de dados sob diferentes propriedades de conta.
o Notificagoes de Eventos (Event Notifications): Permite que vocé receba
notificacdes ou acione acdes automatizadas quando certos eventos ocorrem
em seu bucket S3, como a criagdo de um novo objeto

(s3:0bjectCreated:*) ou a exclusdo de um objeto

(s3:0bjectRemoved: *). Essas notificagdes podem ser enviadas para
servigos como AWS Lambda (para processar o objeto), Amazon SNS (Simple
Notification Service) ou Amazon SQS (Simple Queue Service). Por exemplo,
toda vez que um usuario fizer upload de uma imagem para um bucket, uma
notificacdo de evento pode acionar uma fungdo Lambda para redimensionar

automaticamente essa imagem e criar miniaturas.

Criando e Gerenciando Buckets e Objetos no Console S3 (Passo a Passo

Simplificado):

1. Acesse o Console do S3: Faca login no Console AWS, procure por "S3" e
selecione o servigo.
2. Criar um Bucket:

o Clique em "Create bucket" (Criar bucket).



o

Bucket name (Nome do bucket): Insira um nome globalmente Unico
(ex: meus-arquivos-curso-gemini- seguido de numeros
aleatorios para garantir a unicidade).

AWS Region (Regiao da AWS): Selecione a Regido onde seu bucket
sera criado (ex: South America (Sao Paulo) sa-east-1).

Object Ownership (Propriedade do objeto): Deixe "ACLs disabled
(recommended)" (ACLs desabilitadas - recomendado) para usar
politicas do IAM e de bucket para controle de acesso.

Block Public Access settings for this bucket (Configuracdes de
Bloqueio de Acesso Publico para este bucket): Mantenha "Block all
public access" (Bloquear todo o acesso publico) marcado por padrao.
Isso € mais seguro. Vocé pode alterar isso depois se precisar de
acesso publico, mas faca-o com cautela.

Bucket Versioning (Versionamento do bucket): Vocé pode escolher
"Enable" (Habilitar) se quiser manter o histérico de versdes dos seus
objetos. Para este exemplo, pode deixar "Disable" (Desabilitar) por
simplicidade, mas para produgao, habilitar € uma boa pratica.

Tags (Opcional): Adicione tags se desejar.

Default encryption (Criptografia padrao): Vocé pode configurar a
criptografia padrao para objetos carregados neste bucket (ex:
SSE-S3).

Clique em "Create bucket".

3. Navegue até seu Bucket: Na lista de buckets, clique no nome do bucket que

vocé acabou de criar.

4. Fazer Upload de um Objeto:

o

o

o

Clique em "Upload".

Clique em "Add files" (Adicionar arquivos) para selecionar um arquivo
do seu computador (ex: relatorio.pdf) ou "Add folder" (Adicionar
pasta).

Vocé pode configurar permissdes, classes de armazenamento,
criptografia e metadados para o objeto durante o upload na sec¢ao
"Properties" (Propriedades) ou "Permissions" (Permissdes), mas para

um upload simples, os padrdes sao suficientes.



o Clique em "Upload". O arquivo aparecera na lista de objetos do seu
bucket. Por padréo, ele sera privado.

5. Tornar um Objeto Publico (Exemplo com Cautela):

o Selecione o objeto que vocé quer tornar publico (ex: Logo.png).

o Clique em "Actions" (A¢des) -> "Make public using ACL" (Tornar
publico usando ACL). Atengao: Isso so6 funcionara se o "Block Public
Access" no nivel do bucket estiver configurado para permitir acesso
publico, o que nao fizemos por padréo.

o Uma maneira mais controlada (se o Block Public Access for ajustado)
seria usar uma politica de bucket ou permissdes de objeto individuais,
mas isso € mais avangado. Para fins de aprendizado, evite tornar
objetos publicos a menos que seja estritamente necessario e
vocé entenda as implicagoes.

o A forma mais segura de compartilhar um objeto temporariamente é
gerar uma "URL pré-assinada" (Presigned URL) na aba "Actions", que

concede acesso por tempo limitado.

O Amazon S3 é um servigo incrivelmente versatil e poderoso. Dominar seus
conceitos e funcionalidades abrira um vasto leque de possibilidades para

armazenar, proteger e utilizar seus dados na nuvem AWS.

Amazon EBS: Armazenamento em bloco persistente e de alto

desempenho para EC2

Enquanto o Amazon S3 ¢ ideal para armazenamento de objetos, o Amazon Elastic
Block Store (EBS) fornece volumes de armazenamento em bloco persistentes e de
alto desempenho, projetados especificamente para uso com instancias Amazon
EC2. Pense nos volumes EBS como os discos rigidos ou SSDs virtuais que vocé
anexa aos seus servidores EC2 para instalar sistemas operacionais, bancos de
dados, aplicagdes ou qualquer dado que precise de acesso rapido e de baixa

laténcia, com a persisténcia de um disco tradicional.

O que é Armazenamento em Blocos? O armazenamento em blocos é um tipo de
armazenamento de dados onde os dados sdo divididos e armazenados em blocos

de tamanho fixo, cada um com seu préprio endereco. Esses blocos s&o organizados



em volumes que aparecem para o sistema operacional da instédncia EC2 como
dispositivos de bloco brutos e ndo formatados. O sistema operacional pode entao
particionar, formatar com um sistema de arquivos (como ext4 no Linux ou NTFS no
Windows) e montar esses volumes, assim como faria com um disco rigido fisico
local. Isso permite que aplicagdes acessem os dados em um nivel granular (lendo
ou escrevendo blocos especificos), 0 que é essencial para bancos de dados,

sistemas de arquivos e aplicacdes que realizam operacgdes de I/O frequentes.
Conceitos Chave do EBS:

1. Volumes: Sao os dispositivos de armazenamento em bloco que vocé cria.
Cada volume EBS ¢ automaticamente replicado dentro de sua Zona de
Disponibilidade (AZ) para protegé-lo contra falhas de componentes,
oferecendo alta disponibilidade e durabilidade. Um volume EBS s6 pode ser
anexado a uma unica instancia EC2 por vez (com excecao dos volumes
Multi-Attach para casos de uso especificos com sistemas de arquivos
clusterizados, mas isso € avang¢ado). Crucialmente, um volume EBS e a
instancia EC2 a qual ele esta anexado devem residir na mesma Zona de
Disponibilidade.

2. Tipos de Volume EBS: A AWS oferece diferentes tipos de volume EBS
otimizados para diversas cargas de trabalho, variando em caracteristicas de
desempenho e preco:

o SSD de Uso Geral (General Purpose SSD):

m gp3: A ultima geragao, oferece um equilibrio entre preco e
desempenho para a maioria das aplicagdes. Permite provisionar
IOPS (Operagdes de Entrada/Saida por Segundo) e throughput
independentemente do tamanho do volume. Geralmente a
escolha recomendada para a maioria das cargas de trabalho,
incluindo volumes de inicializacédo (boot volumes), bancos de
dados de pequeno e médio porte, e ambientes de
desenvolvimento/teste.

m gp2: A geragao anterior. O desempenho (IOPS) escala com o
tamanho do volume (3 IOPS por GiB, com capacidade de

burst). gp3 geralmente oferece melhor desempenho e preco.



o SSD de IOPS Provisionadas (Provisioned IOPS SSD):

m 102 Block Express: A ultima geracao, oferece a mais alta
performance e a menor laténcia para volumes EBS, com
durabilidade e IOPS/throughput muito elevados. Projetado para
as cargas de trabalho mais criticas e intensivas em |/O, como
grandes bancos de dados relacionais (SAP HANA, Oracle, SQL
Server, PostgreSQL, MySQL) e NoSQL (Cassandra, MongoDB).

m io1 e i02: Projetados para cargas de trabalho que exigem
desempenho de IOPS sustentado e baixa laténcia. Vocé
especifica a quantidade de IOPS que precisa ao criar o volume.
Mais caros que os SSDs de uso geral.

o HDD Otimizado para Taxa de Transferéncia (Throughput
Optimized HDD - st1): Volumes baseados em disco magnético
(HDD) de baixo custo, otimizados para cargas de trabalho com acesso
frequente que exigem alta taxa de transferéncia (throughput)
sequencial, como processamento de big data (usando
MapReduce/Spark), data warehousing e processamento de logs. Nao
sdo adequados como volumes de inicializagao.

o HDD Otimizado para Baixo Custo (Cold HDD - sc1): A opcéao de
armazenamento magnético de menor custo, projetada para dados
acessados com pouca frequéncia e onde o custo é o fator primordial.
Ideal para grandes volumes de dados "frios" que ainda precisam ser
acessados como um disco, mas com menor frequéncia. Também nao
sdo adequados como volumes de inicializagao.

o Exemplo de escolha de tipo de volume: Para o sistema operacional da
sua instancia EC2 e para uma aplicagao web com trafego moderado,
um volume gp3 é uma excelente opgéo. Se vocé estiver executando
um banco de dados Oracle de produgdo com dezenas de milhares de
transacgdes por segundo, um volume 102 Block Express seria mais
apropriado. Para armazenar logs de servidor que sao processados em
lote diariamente, um volume st1 pode ser uma escolha econdémica.

3. Snapshots: Sao backups pontuais (point-in-time) de seus volumes EBS. Os

snapshots s&do armazenados de forma incremental no Amazon S3 (embora



vocé os gerencie através da interface do EBS/EC2, néo diretamente no S3).
Isso significa que, apds o primeiro snapshot completo de um volume, os
shapshots subsequentes armazenam apenas os blocos que foram alterados
desde o ultimo snapshot, 0 que economiza custos de armazenamento. Os
snapshots s&o cruciais para:

o Backup e Recuperagao: Se um volume falhar ou os dados forem
corrompidos, vocé pode criar um novo volume EBS a partir de um
snapshot.

o Migracao de Dados: Vocé pode criar um snapshot e, a partir dele,
criar um novo volume em uma AZ diferente ou até mesmo em uma
Regiado diferente (copiando o snapshot para a outra Regiédo primeiro).

o Criagao de AMis: As AMIs personalizadas sao frequentemente
criadas a partir de snapshots de volumes EBS raiz.

4. Criptografia: Os volumes EBS podem ser criptografados em repouso para
proteger dados sensiveis. A criptografia EBS usa o AWS Key Management
Service (KMS) com chaves gerenciadas pela AWS (aws/ebs) ou chaves
gerenciadas pelo cliente (CMKs). A criptografia ocorre nos servidores que
hospedam as insténcias EC2, e os dados sao criptografados antes de serem
gravados no volume e descriptografados ao serem lidos. Snapshots criados a
partir de volumes criptografados também sao criptografados, assim como
volumes criados a partir desses snapshots. Vocé pode habilitar a criptografia
por padréao para todos os novos volumes EBS e snapshots em uma Regiéo.

5. Elastic Volumes: E uma funcionalidade que permite modificar
dinamicamente o tamanho, o tipo e o desempenho (IOPS provisionadas para

1i01/1i02/gp3) de seus volumes EBS enquanto eles estdo em uso (anexados

a uma instancia em execugao), sem causar tempo de inatividade ou impacto
significativo no desempenho na maioria dos casos. Isso oferece grande
flexibilidade para ajustar seu armazenamento conforme as necessidades da

sua aplicagdo mudam.
Criando e Gerenciando Volumes EBS (Passo a Passo Simplificado):

1. Acesse o Console do EC2: Va para o dashboard do EC2. No painel de

navegacao esquerdo, sob "Elastic Block Store", clique em "Volumes".



2. Criar um Novo Volume EBS:
o Clique em "Create volume" (Criar volume).
o Volume type (Tipo de volume): Selecione o tipo desejado (ex: gp3).
o Size (GiB) (Tamanho): Especifique o tamanho do volume em GiB.

o IOPS e Throughput (para gp3, 101, i02): Configure os valores

desejados se aplicavel (para gp3, vocé pode ajustar IOPS e
throughput independentemente do tamanho).

o Availability Zone (Zona de Disponibilidade): Este € um ponto
critico. Selecione a mesma Zona de Disponibilidade onde reside a
instancia EC2 a qual vocé pretende anexar este volume. Vocé nao
pode anexar um volume a uma instancia em uma AZ diferente.

o Snapshot ID (ID do Snapshot) (Opcional): Se vocé quiser criar o
volume a partir de um snapshot existente, selecione-o aqui. Caso
contrario, sera um volume vazio.

o Encryption (Criptografia): Escolha se deseja criptografar o volume e
com qual chave KMS.

o Tags (Opcional): Adicione tags para organizagao.

o Clique em "Create volume". O novo volume aparecera na lista com o
estado "creating" (criando) e depois "available" (disponivel).

3. Anexar um Volume a uma Instéancia EC2:

o Selecione o volume com estado "available".

o Clique em "Actions" (Agbes) -> "Attach volume" (Anexar volume).

o No campo "Instance" (Instancia), selecione a instancia EC2 em
execucgao (na mesma AZ do volume) a qual vocé deseja anexar o
volume.

o O campo "Device name" (Nome do dispositivo) mostrara um nome de
dispositivo sugerido pelo sistema (ex: /dev/sdf ou /dev/xvdf no
Linux; o Windows atribuira uma letra de unidade depois). Geralmente,
vocé pode manter o sugerido.

o Clique em "Attach volume". O estado do volume mudara para "in-use"
(em uso).

4. Formatar e Montar o Volume na Insténcia (Exemplo Linux):

o Conecte-se a sua instancia EC2 via SSH.



Liste os dispositivos de bloco disponiveis para verificar se o novo
volume é visivel: 1sb1lk
Se o volume for novo e n&o tiver um sistema de arquivos (por

exemplo, /dev/xvdf), crie um sistema de arquivos nele (ex: ext4):
sudo mkfs -t ext4 /dev/xvdf

Crie um diretério para ser o ponto de montagem: sudo mkdir
/mnt/meusdados

Monte o volume no ponto de montagem: sudo mount /dev/xvdf
/mnt/meusdados

Verifique se foi montado: df -h

Para montar o volume automaticamente no boot, adicione uma entrada

ao arquivo /etc/fstab. Use o UUID do volume (obtido com sudo

blkid /dev/xvdf) para maior robustez.

5. Criar um Snapshot de um Volume:

o

No console do EBS, selecione o volume (pode estar "in-use" ou
"available").

Clique em "Actions" -> "Create snapshot" (Criar snapshot).
Adicione uma descrigao e tags.

Clique em "Create snapshot". O snapshot aparecera na secgéo
"Snapshots" e levara algum tempo para ser concluido (estado

"pending" depois "completed").

6. Restaurar um Volume a partir de um Snapshot:

o

o

Na secao "Snapshots", selecione o snapshot desejado.

Clique em "Actions" -> "Create volume from snapshot" (Criar volume a
partir do snapshot).

Siga as etapas para criar um novo volume, especificando o tipo,

tamanho (pode ser maior que o original), AZ, etc.

Exemplo pratico: Sua instancia EC2 que hospeda seu blog WordPress esta ficando
sem espago no volume raiz de 8GB (gp2). Vocé decide adicionar mais espago para
uploads de midia. Vocé cria um novo volume EBS gp3 de 50GB na mesma AZ da

sua instancia. Anexa-o a instancia como /dev/sdf. Dentro do Linux, vocé formata



/dev/sdf com ext4, cria um diretorio

/var/www/html/wp-content/uploads-ebs e monta o novo volume la. Em

seguida, vocé reconfigura o WordPress para usar este novo diretério para uploads,

e periodicamente cria snapshots deste volume EBS para backup.

O Amazon EBS ¢ a espinha dorsal do armazenamento para a maioria das cargas de

trabalho no EC2, oferecendo a persisténcia, o desempenho e a flexibilidade

necessarios para executar desde sistemas operacionais até bancos de dados

transacionais de alta performance.

S3 vs. EBS: Quando usar cada um e como eles se complementam

Compreender as diferengas fundamentais entre o Amazon S3 (armazenamento de

objetos) e o Amazon EBS (armazenamento em bloco), bem como seus casos de

uso ideais, € crucial para projetar arquiteturas eficientes e econémicas na AWS.

Embora ambos sejam servigos de armazenamento, eles servem a propositos

distintos e sédo frequentemente usados em conjunto.

Tabela Comparativa: S3 vs. EBS

Caracteristica

Tipo de

Armazenamento

Acesso

Unidade de

Armazenamento

Amazon S3

Objeto (armazena arquivos

inteiros com metadados)

Via API HTTP/HTTPS (SDKs,
AWS CLI, Console S3),

acessivel de qualquer lugar

Objetos (variando de 0 bytes
a 5 TB) dentro de Buckets

Amazon EBS

Bloco (apresenta volumes
como discos brutos para o
SO)

Anexado a uma unica
instancia EC2 por vez (na
mesma Zona de
Disponibilidade)*

Volumes (de 1 GiB a 16 TiB

para a maioria dos tipos, até



Persisténcia

Sistema de

Arquivos

Casos de Uso

Tipicos

Escalabilidade

Laténcia

Custo

Altamente duravel e
independente do ciclo de vida

de instancias EC2

N&o é um sistema de
arquivos tradicional (simula
pastas com prefixos de

chave)

Backup e arquivamento, data
lakes, hospedagem de sites
estaticos, distribuicao de
conteudo (midia),
armazenamento de logs,

dados de aplicagdes.

Praticamente ilimitada em
termos de quantidade de

dados e numero de objetos

Milissegundos (otimizado
para throughput e acesso via

internet)

Baseado no GB armazenado
por més (varia por classe),

taxas de requisicao (PUT,

64 TiB para io2 Block
Express)

Persistente, mas seu ciclo de
vida pode ser configurado
para terminar com a instancia
EC2

Requer formatacdo com um
sistema de arquivos (ext4,
XFS, NTFS, etc.) pelo SO da

instancia

Volumes de inicializagao
(SO) para EC2, bancos de
dados, armazenamento para
aplicagdes que exigem
acesso em nivel de bloco,

sistemas de arquivos.

Escalavel por volume
(tamanho, IOPS, throughput).
Multiplos volumes podem ser

anexados.

Submilissegundos (otimizado
para baixa laténcia para a

instancia EC2 anexada)

Baseado no GB provisionado
por més (vocé paga pelo que
provisiona, ndo apenas pelo

que usa), e IOPS/throughput



GET, etc.) e transferéncia de  provisionados para alguns

dados. tipos.

Compartilhament Facilmente compartilhavel N&o é projetado para

o entre multiplas compartilhamento direto
aplicagbes/usuarios via entre multiplas instancias
URLs, permissodes. (exceto volumes Multi-Attach

para casos especificos).

*Nota sobre EBS Multi-Attach: Permite que um tnico volume EBS Provisioned IOPS
(1071 ou 102) seja anexado a multiplas instancias EC2 baseadas em Nitro na

mesma AZ. Requer um sistema de arquivos cluster-aware (como VMware vSAN,

Oracle RAC) para gerenciar a concorréncia de escrita.
Quando Usar S3:

e Armazenamento e Distribuicdo de Contetudo Estatico: Ideal para
hospedar imagens, videos, arquivos CSS/JavaScript para websites, ou para
distribuir software e outros arquivos grandes.

e Backup e Arquivamento: Uma solugao duravel e de baixo custo para
backups de bancos de dados, arquivos de sistema, ou arquivamento de longo
prazo de dados que n&o precisam de acesso instantdneo em nivel de bloco.

e Data Lakes: O S3 é a base para a maioria dos data lakes na AWS,
permitindo armazenar grandes volumes de dados estruturados,
semiestruturados e nao estruturados para analise posterior com servigos
como Athena, EMR, Redshift Spectrum.

e Dados de Aplicagoes que Nao Requerem um Sistema de Arquivos: Logs
de aplicacao, dados de telemetria, ou qualquer conjunto de dados que pode
ser tratado como objetos discretos.

e Aplicacoes Nativas da Nuvem: Muitas aplicagbes modernas sao projetadas
para interagir diretamente com o S3 para armazenamento e recuperagao de

dados.



Quando Usar EBS:

Volume de Inicializagao (Boot Volume) para Instancias EC2: O sistema
operacional da sua instancia EC2 reside em um volume EBS.

Bancos de Dados Relacionais e NoSQL: Para bancos de dados que
exigem acesso de baixa laténcia em nivel de bloco, alta performance de 1/0 e
consisténcia transacional (por exemplo, MySQL, PostgreSQL, MongoDB
rodando em EC2).

Sistemas de Arquivos para Aplicagdes: Quando uma aplicagao precisa de
um sistema de arquivos tradicional para ler e escrever dados.

Aplicagoes que Exigem Acesso de Baixa Laténcia a Dados: Qualquer
carga de trabalho rodando em uma instancia EC2 que precise de acesso
rapido a seus dados de trabalho.

Armazenamento para Aplicagdoes Empresariais: Como ERPs, CRMs, ou
qualquer software que tradicionalmente roda em servidores com discos

locais.

Cenarios de Uso Combinado (S3 e EBS se Complementam):

Frequentemente, a melhor arquitetura envolve o uso de S3 e EBS juntos, cada um

desempenhando o papel para o qual € mais adequado:

1.

Backup de Volumes EBS para o S3: A funcionalidade de snapshots do EBS
armazena os backups dos seus volumes EBS de forma duravel e econémica
no S3. Este € um caso de uso fundamental.

o Exemplo: Vocé tem um banco de dados rodando em uma instancia
EC2 com seus dados em um volume EBS. Diariamente, vocé cria um
snapshot desse volume EBS. Esse snapshot € armazenado no S3. Se
o seu volume EBS ou instancia falhar, vocé pode restaurar o banco de

dados criando um novo volume EBS a partir do snapshot.

. Dados de Aplicagao no EBS, Ativos Estaticos e Backups no S3: Uma

aplicagao web dinamica pode rodar em instancias EC2, com seu cédigo e
dados de sesséo talvez em volumes EBS. No entanto, todas as imagens,
videos, arquivos CSS e JavaScript que compdem o site podem ser

armazenados no S3 e servidos aos usuarios através do Amazon CloudFront



(CDN), reduzindo a carga nas instancias EC2 e melhorando o desempenho
global. Os backups da aplicagao e do banco de dados no EBS seriam
enviados para o S3.

o Considere este cenario: Uma plataforma de e-learning. Os videos das
aulas sdo armazenados no S3 e transmitidos via CloudFront. O banco
de dados de alunos e progresso do curso roda em um RDS (que usa
EBS por baixo) ou em um EC2 com EBS. Os materiais de apoio em
PDF também podem estar no S3.

3. Processamento de Dados de um Data Lake no S3 com EC2 e EBS:
Grandes volumes de dados brutos podem ser coletados e armazenados em
um data lake no S3. Clusters de instancias EC2 (por exemplo, usando
Amazon EMR) podem ser langados para processar esses dados. Essas
instancias EC2 podem usar volumes EBS para armazenamento temporario
de dados intermediarios durante o processamento, ou para o sistema
operacional e software do cluster. Os resultados do processamento podem
ser gravados de volta no S3.

o Para ilustrar: Dados de vendas de uma grande rede varejista séo
despejados diariamente em um bucket S3. Um trabalho do EMR é
executado a noite, lendo esses dados do S3, processando-os em
instancias EC2 que usam EBS para armazenamento de shuffle/spill, e
gravando os relatorios agregados de vendas de volta em outro bucket
S3 ou carregando-os em um data warehouse como o Redshift.

4. Ingestao de Dados para S3 via EC2 com Buffer em EBS: Uma aplicagao
em uma instancia EC2 pode receber um fluxo de dados (por exemplo, logs ou
eventos de sensores). Esses dados podem ser temporariamente
armazenados em buffer em um volume EBS para agregacgao ou
processamento leve antes de serem enviados em lotes para o S3 para

armazenamento de longo prazo e andlise.

Ao entender as caracteristicas e os pontos fortes de cada servigo, vocé pode tomar
decisdes informadas sobre onde armazenar diferentes tipos de dados, otimizando
para custo, desempenho, durabilidade e acessibilidade, e construindo arquiteturas

de armazenamento verdadeiramente robustas e flexiveis na AWS.



Melhores praticas de seguranca e gerenciamento de custos para S3 e
EBS

Utilizar o Amazon S3 e o EBS de forma eficaz ndo se resume apenas a armazenar
dados; envolve também garantir que esses dados estejam seguros e que os custos
associados sejam otimizados. Implementar as melhores praticas desde o inicio pode

evitar problemas de seguranga e surpresas na fatura.
Seguranga para Amazon S3:

A seguranga no S3 € uma responsabilidade compartilhada. A AWS protege a

infraestrutura, mas vocé é responsavel por configurar o acesso aos seus dados.

1. Principio do Menor Privilégio: Conceda apenas as permissdes estritamente
necessarias para usuarios, grupos e roles do IAM, e para suas aplicagoes.
Use politicas do IAM e politicas de bucket para definir quem pode realizar
quais agdes (ler, escrever, excluir, etc.) em quais buckets e objetos. Evite
usar curingas (*) excessivamente nas politicas.

2. S3 Block Public Access (Bloqueio de Acesso Publico do S3): Este
recurso, habilitado por padrao para novos buckets e no nivel da conta, € sua
primeira linha de defesa contra a exposigao acidental de dados. Mantenha-o
habilitado a menos que vocé tenha um caso de uso muito especifico e bem
compreendido para acesso publico (como hospedagem de sites estaticos,
onde vocé pode precisar desabilitar seletivamente para o bucket especifico).

3. Criptografia em Transito e em Repouso:

o Em Transito: Sempre acesse o S3 usando HTTPS (SSL/TLS) para
criptografar os dados enquanto eles viajam entre seu cliente e o S3.

o Em Repouso: Habilite a criptografia do lado do servidor (SSE-S3,
SSE-KMS ou SSE-C) para todos os seus buckets, especialmente
aqueles que contém dados sensiveis. O SSE-S3 (AES-256) € a opgao
mais simples e transparente. O SSE-KMS oferece mais controle e
recursos de auditoria através do AWS Key Management Service.

4. Versionamento: Habilite o versionamento em seus buckets para proteger

contra exclusdes acidentais ou sobrescritas de objetos. Com o



versionamento, vocé pode recuperar versdes anteriores de um objeto ou um
objeto que foi excluido.

5. S3 Object Lock (Bloqueio de Objeto): Para requisitos de conformidade
WORM (Write-Once-Read-Many), use o Object Lock para impedir que os
objetos sejam excluidos ou sobrescritos por um periodo definido ou
indefinidamente (modos Governance ou Compliance).

6. Monitoramento e Auditoria:

o AWS CloudTrail: Habilite o CloudTrail para registrar todas as
chamadas de API feitas para o S3 (operag¢des em nivel de bucket e
objeto). Esses logs sao cruciais para auditoria de seguranga e analise
forense.

o Logs de Acesso ao Servidor S3 (S3 Server Access Logs):
Fornecem registros detalhados de todas as requisi¢oes feitas a um
bucket. Util para analisar padrdes de acesso e identificar requisicdes
nao autorizadas.

o Amazon Macie: Um servigo de seguranga de dados que usa machine
learning para descobrir, classificar e proteger dados sensiveis (como
Pll ou credenciais) armazenados no S3.

o AWS Config: Use para monitorar e avaliar continuamente as
configuragdes dos seus buckets S3 em relagdo as melhores praticas
de segurancga e conformidade.

7. URLs Pré-Assinadas (Presigned URLSs): Para conceder acesso temporario
a objetos privados sem alterar as permissdes do objeto ou do bucket, use
URLs pré-assinadas. Elas sdo geradas com suas credenciais e tém um

tempo de expiragao.
Seguranga para Amazon EBS:

A seguranga do EBS esta intimamente ligada a seguranga da instédncia EC2 a qual o

volume esta anexado.

1. Criptografia de Volumes EBS: Criptografe seus volumes EBS,
especialmente aqueles que contém dados sensiveis. Vocé pode habilitar a
criptografia na criagédo do volume ou criar um volume criptografado a partir de

um snapshot (mesmo que o snapshot original ndo seja criptografado). A



criptografia EBS usa chaves do AWS KMS. Considere habilitar a criptografia
por padrao para todos os novos volumes e snapshots em sua Regido.

2. Gerenciamento Seguro de Snapshots:

o Snapshots de volumes criptografados sao automaticamente
criptografados.

o Seja cauteloso ao compartilhar snapshots. Por padréo, os snapshots
sao privados. Se vocé precisar compartilha-los com outras contas
AWS, conceda permissdes apenas para as contas especificas e pelo
menor tempo necessario.

o Considere criptografar snapshots ndo criptografados antes de
compartilha-los, se contiverem dados sensiveis (copiando o snapshot
e habilitando a criptografia durante a cépia).

3. Security Groups e Network ACLs: Lembre-se que o acesso aos dados em
um volume EBS é controlado pelo acesso a instédncia EC2. Use Security
Groups (firewall no nivel da instancia) e Network ACLs (firewall no nivel da
sub-rede) para restringir o trafego de rede para suas instancias EC2,
permitindo apenas as portas e protocolos necessarios a partir de fontes
confiaveis.

4. Protecao do Sistema Operacional da Instancia: Mantenha o sistema
operacional da instancia EC2 atualizado com os ultimos patches de
seguranca, use software antivirus/antimalware (se apropriado) e siga as
melhores praticas de hardening do sistema.

5. Gerenciamento de Acesso a Instancia: Use pares de chaves SSH fortes e
proteja as chaves privadas. Para instancias Windows, use senhas de
administrador fortes. Considere usar o AWS Systems Manager Session
Manager para acesso sem a necessidade de abrir portas SSH/RDP ou

gerenciar chaves/senhas.
Gerenciamento de Custos para S3 e EBS:
Otimizar os custos € um processo continuo na nuvem.

Custos do S3:



1. Escolha a Classe de Armazenamento Correta: Este é o fator mais
significativo. Analise os padrées de acesso dos seus dados e use a classe de
armazenamento mais econdmica que atenda aos seus requisitos de
desempenho e disponibilidade (S3 Standard, Intelligent-Tiering, Standard-IA,
One Zone-lA, Glacier Instant Retrieval, Glacier Flexible Retrieval, Glacier
Deep Archive).

2. Use Politicas de Ciclo de Vida: Configure regras de ciclo de vida para
mover automaticamente objetos para classes de armazenamento mais
baratas a medida que envelhecem e sdo acessados com menos frequéncia,
ou para exclui-los quando nao forem mais necessarios.

o Exemplo: Mover logs do S3 Standard para o S3 Glacier Flexible
Retrieval apos 90 dias e exclui-los apos 2 anos.

3. Monitore Taxas de Transferéncia de Dados e Requisi¢oes: A transferéncia
de dados para fora da AWS (Data Transfer Out to Internet) tem um custo
(apds o primeiro 1 GB/més do Free Tier, que aumentou para 100GB/més).
Requisicdes GET, PUT, LIST, etc., também tém um pequeno custo por milhar
ou milhao de requisi¢cdes. Se vocé tem um site com muito trafego servindo
arquivos grandes do S3, esses custos podem se acumular. O uso do Amazon
CloudFront (CDN) pode ajudar a reduzir os custos de transferéncia de dados
e melhorar o desempenho.

4. Limpe Dados Desnecessarios: Exclua regularmente objetos e buckets que
ndo sdo mais necessarios. Para buckets com versionamento habilitado,
lembre-se de que versdes antigas de objetos e marcadores de excluséo
também consomem armazenamento (e tém custo). Configure politicas de
ciclo de vida para expirar versdes antigas ou use o S3 Storage Lens para
identificar oportunidades de economia.

5. Considere o S3 Intelligent-Tiering: Se vocé n&o tem certeza sobre os
padrdes de acesso ou ndo quer gerenciar ativamente as transi¢gdes de ciclo
de vida, o Intelligent-Tiering pode otimizar os custos automaticamente,

embora tenha uma pequena taxa de monitoramento por objeto.

Custos do EBS:



1. Escolha o Tipo e Tamanho de Volume Corretos: Provisione apenas a

capacidade de armazenamento e o desempenho (IOPS, throughput) que

vocé realmente precisa. Volumes de IOPS Provisionadas (101/102) sdo mais
caros; use-os apenas quando necessario. gp3 geralmente oferece um melhor

equilibrio preco-desempenho do que gp2 e permite provisionar IOPS e
throughput independentemente do tamanho.

2. Exclua Volumes e Snapshots Desnecessarios: Vocé paga pelo
armazenamento EBS provisionado, mesmo que a instancia EC2 esteja
parada. Se vocé nao precisa mais de um volume, exclua-o. Snapshots
também consomem armazenamento no S3 (e tém custo). Embora sejam
incrementais, o primeiro snapshot é completo, e se vocé excluir o volume
original, os snapshots ainda retém todos os dados necessarios para restaurar
aquele volume. Revise e exclua snapshots antigos que ndo sdo mais
necessarios para seus objetivos de RPO (Recovery Point Objective).

3. Compreenda a Cobranga de Snapshots: Embora incrementais, cada
snapshot retém os blocos unicos necessarios para restaura-lo. Se vocé tem
muitos snapshots de um volume que muda frequentemente, o custo total dos
snapshots pode aumentar. No entanto, excluir um snapshot intermediario n&o
aumenta o tamanho dos snapshots subsequentes, pois cada um referencia
os blocos de que precisa.

4. Use o AWS Cost Explorer e Tags: Utilize o AWS Cost Explorer para analisar
seus gastos com S3 e EBS. Aplique tags aos seus volumes e snapshots para
rastrear custos por projeto, departamento ou aplicagéo.

5. Otimize o Volume Raiz: Certifique-se de que a opcao "Delete on
Termination" (Excluir ao Terminar) esteja marcada para os volumes EBS raiz
de instancias temporarias ou de desenvolvimento/teste, para que o volume
seja excluido automaticamente quando a instancia for terminada, evitando

custos continuos.

Ao combinar praticas sélidas de seguranga com uma gestao de custos proativa,
vocé pode aproveitar ao maximo a robustez e a flexibilidade do Amazon S3 e do

EBS, mantendo seus dados protegidos e seus gastos sob controle.



VPC: Construindo sua rede privada e segura na nuvem
AWS

O que é uma Amazon VPC? Isolamento e controle na nuvem

O Amazon Virtual Private Cloud (Amazon VPC) é um dos servigos mais
fundamentais e poderosos da AWS, permitindo que vocé provisione uma seg¢ao
logicamente isolada da nuvem AWS onde pode langar recursos da AWS em uma
rede virtual que vocé define e controla. Pense em uma VPC como seu préprio data
center virtual privado dentro da vasta infraestrutura global da Amazon. Dentro dessa
VPC, vocé tem controle total sobre seu ambiente de rede virtual, incluindo a selegao
de seus proprios intervalos de enderecos IP, a criacdo de sub-redes e a

configuracao de tabelas de rotas e gateways de rede.

Por que usar uma VPC? A principal razao para usar uma VPC é obter isolamento
e controle sobre seus recursos na nuvem. Em vez de langar seus servidores e
bancos de dados em uma rede compartilhada e plana, a VPC permite que vocé crie

uma fronteira de rede segura e personalizada. Os beneficios incluem:

1. Seguranga Aprimorada: Vocé pode definir arquiteturas de rede
multicamadas, como ter servidores web em uma sub-rede publica (acessivel
pela internet) e servidores de banco de dados em uma sub-rede privada (sem
acesso direto da internet), protegendo seus dados mais sensiveis. Vocé
controla o trafego de entrada e saida usando Security Groups e Network
Access Control Lists (NACLSs).

2. Controle da Arquitetura de Rede: Vocé decide a topologia da sua rede, os
blocos de enderecos IP privados, como as sub-redes s&do segmentadas e
como o trafego é roteado entre elas e para a internet ou para suas redes
on-premises.

3. Conectividade com Redes On-Premises: As VPCs podem ser conectadas
de forma segura a sua rede corporativa on-premises usando tecnologias
como VPNs (Virtual Private Networks) ou AWS Direct Connect, criando uma
nuvem hibrida onde seus recursos na nuvem e on-premises podem se

comunicar como se estivessem na mesma rede.



Comparagao com uma Rede On-Premises Tradicional: Se vocé esta
familiarizado com redes de data centers tradicionais, muitos conceitos da VPC serao

analogos:

e VPC: Seria 0 equivalente ao seu data center fisico ou a uma rede local (LAN)
inteira.

e Sub-redes: Correspondem as VLANSs (Virtual LANs) ou segmentos de rede
dentro do seu data center, usados para isolar diferentes camadas de
aplicagcao ou departamentos.

e Tabelas de Rotas: Funcionam como os roteadores fisicos ou virtuais que
direcionam o trafego entre suas sub-redes e para redes externas.

e Internet Gateway: Similar ao seu gateway de borda ou firewall que conecta
sua rede corporativa a internet.

e Security Groups e NACLs: Atuam como firewalls, controlando o que pode

entrar e sair de seus servidores e sub-redes.

A grande vantagem da VPC sobre uma rede tradicional é a agilidade e a
elasticidade da nuvem. Vocé pode provisionar e modificar sua infraestrutura de rede

em minutos, sem precisar adquirir ou configurar hardware fisico.

A VPC Padrao (Default VPC): Para facilitar o inicio rapido na AWS, cada conta
AWS vem com uma VPC padrao (Default VPC) em cada Regido da AWS. Quando
vocé cria sua conta, essa VPC padrao ja esta configurada com um bloco CIDR
(geralmente 172.31.0.0/16), sub-redes publicas padrédo em cada Zona de

Disponibilidade, um Internet Gateway anexado e configuracdes de tabela de rotas e
security group que permitem que instancias EC2 lancadas nela tenham acesso

imediato a internet.

A VPC padrao é 6tima para seus primeiros passos e para langar rapidamente
instancias EC2 para testes ou aprendizado. No entanto, a medida que suas
necessidades se tornam mais complexas e vocé precisa de maior controle sobre a
arquitetura de rede, segurancga e conectividade, a pratica recomendada é criar suas
proprias VPCs customizadas. Em uma VPC customizada, vocé define todos os
aspectos da rede, desde o bloco de enderecamento IP até a configuragao de cada

sub-rede, tabela de rotas e gateway. Este topico se concentrara principalmente na



compreensao e construcao de VPCs customizadas, pois € nelas que reside o

verdadeiro poder de personalizacédo da sua rede na AWS.

Componentes fundamentais de uma VPC: Os blocos de constru¢ao da

sua rede

Para projetar e construir uma VPC eficaz, é essencial entender seus componentes
fundamentais. Cada um desses elementos desempenha um papel crucial na
definicdo da sua rede virtual, no controle do fluxo de trafego e na garantia da

seguranca dos seus recursos.

1. Bloco de Enderegos CIDR (Classless Inter-Domain Routing): Ao criar
uma VPC, a primeira decisdo importante é definir seu espacgo de
enderegamento IP privado. Vocé faz isso especificando um bloco de
enderecos IPv4 no formato CIDR.

o Escolhendo o Intervalo de IPs: A AWS recomenda o uso de blocos
de IPs privados definidos pela RFC 1918:

1. 10.0.0.0a10.255.255.255 (prefixo 10.0.0.0/8)
2. 172.16.0.06a172.31.255.255 (prefixo 172.16.60.6/12)
3. 192.168.0.0a192.168.255.255 (prefixo
192.168.0.0/16)
o Tamanho do Bloco CIDR: O tamanho do bloco CIDR que vocé
escolhe para sua VPC determina quantos enderecos IP privados
estardo disponiveis. A notagdo CIDR (ex: /16, /24) indica 0 numero

de bits na mascara de rede. Quanto menor o numero apés a barra,
maior o intervalo de IPs. Por exemplo:

1. /28 oferece 16 enderecos IP.
2. /24 oferece 256 enderecos IP.
3. /16 oferece 65.536 enderecgos IP. A AWS permite blocos CIDR

para VPCs entre /16 (o maior) e /28 (0o menor).

o Implicagdes: Escolha um bloco CIDR grande o suficiente para suas
necessidades atuais e futuras, mas que nao se sobreponha com os

blocos CIDR de suas redes on-premises ou de outras VPCs com as



quais vocé possa precisar se conectar (via VPC Peering, Transit
Gateway ou VPN).

o Exemplo pratico: Se vocé esta planejando uma rede para uma
aplicagao de médio porte com algumas dezenas de servidores e prevé
crescimento, um bloco como 160.0.0.0/16 Ihe dara ampla
flexibilidade. Se for uma VPC pequena para um laboratério,
192.168.1.0/24 pode ser suficiente.

o IPv6: Vocé também pode associar um bloco CIDR IPv6 a sua VPC, se
necessario. A AWS atribui um bloco CIDR IPv6 /56 fixo.

2. Sub-redes (Subnets): Depois de definir o bloco CIDR da sua VPC, vocé o
divide em segmentos menores chamados sub-redes. As sub-redes permitem
agrupar recursos com base em suas necessidades de seguranga e
roteamento.

o Segmentagao da VPC: Cada sub-rede recebe uma parte do bloco
CIDR da VPC. Por exemplo, se suaVPC é 16.0.0.0/16, vocé pode

criar sub-redes como 10.0.1.0/24,10.0.2.0/24, etc.

o Residéncia em Zona de Disponibilidade (AZ): Um ponto crucial é
que cada sub-rede deve residir inteiramente dentro de uma unica Zona
de Disponibilidade. Vocé nao pode ter uma sub-rede que se estenda
por multiplas AZs. Para alta disponibilidade, vocé geralmente cria
sub-redes redundantes em diferentes AZs (por exemplo, uma sub-rede
publica na AZ-A e outra sub-rede publica na AZ-B).

o Sub-redes Publicas vs. Privadas: A distingao entre uma sub-rede ser
"publica" ou "privada" nao € uma configuragao da sub-rede em si, mas
sim uma consequéncia de como sua tabela de rotas esta configurada.

1. Uma sub-rede publica € aquela cuja tabela de rotas associada
tem uma rota para um Internet Gateway (IGW). Instancias em
sub-redes publicas podem ter enderecgos IP publicos e acessar
diretamente a internet.

2. Uma sub-rede privada é aquela cuja tabela de rotas ndo tem
uma rota direta para um Internet Gateway. Instancias em
sub-redes privadas ndo podem ser acessadas diretamente da

internet e, para acessar a internet (por exemplo, para



o

atualizagbes), geralmente precisam de um NAT Gateway ou
NAT Instance.
Enderecgos IP Reservados: Em cada sub-rede que vocé cria, a AWS
reserva os primeiros quatro enderecos IP e o ultimo enderecgo IP para

seus proprios fins de rede. Por exemplo, em uma sub-rede /24 com

256 enderecos, 5 sdo reservados, deixando 251 utilizaveis.

3. Tabelas de Rotas (Route Tables): Uma tabela de rotas contém um conjunto

de regras, chamadas rotas, que determinam para onde o trafego de rede

originado das suas sub-redes é direcionado.

o

o

Controle de Trafego: Cada rota especifica um intervalo de enderecos
IP de destino (Destination) e o "alvo" (Target) para onde o trafego
destinado a esse intervalo deve ser enviado (por exemplo, um Internet
Gateway, NAT Gateway, Virtual Private Gateway, etc.).

Associagdo com Sub-redes: Cada sub-rede em sua VPC deve ser
explicitamente associada a uma tabela de rotas. Se vocé nao associar
uma sub-rede a uma tabela especifica, ela sera automaticamente
associada a tabela de rotas principal (main route table) da VPC. E uma
boa pratica criar tabelas de rotas customizadas para suas sub-redes
publicas e privadas.

Rota Local Padrao: Toda tabela de rotas contém uma rota local
padrao, nao modificavel, que permite a comunicacao entre instancias
dentro da VPC (usando seus IPs privados), independentemente de

suas sub-redes. O destino é o bloco CIDR da VPC e o alvo é "local".

4. Internet Gateway (IGW): Um Internet Gateway € um componente

horizontalmente escalavel, redundante e altamente disponivel que permite a

comunicacao entre instancias na sua VPC e a Internet.

o

Funcionalidade: Ele realiza a tradu¢do de enderecos de rede
(Network Address Translation - NAT) para instédncias que possuem
enderecos IPv4 publicos atribuidos. Para IPv6, o IGW apenas
encaminha o trafego.

Configuragao: Para que uma instancia em uma sub-rede acesse a

internet via IGW:



1. Crie e anexe um IGW a sua VPC (s6 pode haver um IGW por
VPC).

2. A sub-rede da instancia deve ter uma tabela de rotas com uma
rota para a internet (destino ©.0.0.0/0 paralPv4 ou ::/0
para IPv6) apontando para o IGW.

3. Ainstancia deve ter um endereco IP publico (seja um IP publico
dinamico atribuido no langamento ou um Elastic IP associado)
para IPv4.

5. NAT Gateway (Network Address Translation Gateway) / NAT Instance:
Para permitir que instancias em sub-redes privadas iniciem conexdes de
saida para a Internet (por exemplo, para baixar atualiza¢des de software ou
acessar APIs de servicos AWS), mas impedir que a Internet inicie conexdes
com essas instancias, vocé usa um mecanismo NAT.

o NAT Gateway: E um servico gerenciado pela AWS, altamente
disponivel e escalavel. E a opgéo preferida e mais robusta. Vocé
provisiona um NAT Gateway em uma das suas sub-redes publicas e
ele requer um Elastic IP Address.

o NAT Instance: E uma instancia EC2 que vocé configura para realizar
NAT. E uma abordagem mais antiga e requer que vocé gerencie a
instancia (patches, disponibilidade, escalabilidade).

o Configuragao com NAT Gateway:

1. Crie um NAT Gateway em uma sub-rede publica.

2. Na tabela de rotas associada as suas sub-redes privadas,
adicione uma rota com destino 0.0 .60 .0/60 apontando para o
NAT Gateway.

o Exemplo pratico: Seus servidores de banco de dados residem em uma
sub-rede privada e precisam se conectar a um repositério de pacotes
na internet para baixar atualizagdes de segurancga. O trafego de saida
desses servidores é direcionado pela tabela de rotas para o NAT
Gateway (localizado na sub-rede publica), que entdo encaminha o
trafego para a internet usando seu Elastic IP. As respostas da internet

retornam ao NAT Gateway, que as encaminha de volta para o servidor



de banco de dados. Nenhuma conexao da internet pode ser iniciada

diretamente para os servidores de banco de dados.

6. Security Groups (SGs): Atuam como firewalls virtuais no nivel da interface

de rede elastica (ENI) de uma instancia EC2, controlando o trafego de

entrada e saida.

o

o

Stateful: Se vocé permitir trafego de entrada em uma porta, o trafego
de resposta de saida correspondente € automaticamente permitido, e
vice-versa. Vocé néao precisa criar regras de saida para o trafego de
resposta.

Regras: As regras de Security Group s&o apenas de "permissao”
(allow rules). Nao existem regras de "negacao” (deny rules). Se
nenhuma regra permitir o trafego, ele é bloqueado por padrao. As
regras especificam o protocolo (TCP, UDP, ICMP), o intervalo de
portas e a origem (para regras de entrada) ou o destino (para regras
de saida). A origem/destino pode ser um endereco IP, um bloco CIDR
ou outro Security Group.

Associagao: Um Security Group pode ser associado a multiplas
instancias, e uma instancia pode ter multiplos Security Groups

associados a ela.

7. Network Access Control Lists (NACLs): Atuam como um firewall no nivel

da sub-rede, controlando o trafego de entrada e saida de uma ou mais

sub-redes.

o

Stateless: As regras sao avaliadas individualmente para trafego de
entrada e saida. Isso significa que, se vocé permitir trafego de entrada
em uma porta, precisara criar uma regra de saida explicita para
permitir o trafego de resposta.

Regras Numeradas: As NACLs tém regras numeradas (de 1 a
32766). As regras sao avaliadas em ordem, da menor para a maior. A
primeira regra que corresponder ao trafego é aplicada,
independentemente de regras subsequentes. Existe uma regra padrao

* (deny all - negar tudo) no final que ndo pode ser modificada.



o Associagao: Cada sub-rede deve ser associada a uma NACL. Se nao
associada explicitamente, é associada a NACL padrao da VPC, que,
por padrao, permite todo o trafego de entrada e saida.

o Uso: NACLs fornecem uma camada adicional de defesa, mas para a
maioria dos casos, os Security Groups oferecem um controle mais
granular e facil de gerenciar. NACLs sao uteis para bloquear
explicitamente certos IPs no nivel da sub-rede.

8. Elastic Network Interfaces (ENIs): Sao interfaces de rede virtuais que vocé
pode anexar a uma instancia EC2 na sua VPC. Uma ENI pode ter:

o Um endereco MAC.

o Um enderego IPv4 privado primario da faixa de IPs da sub-rede.

o Um ou mais enderegos IPv4 privados secundarios.

o Um Elastic IP Address (EIP) por endereco IPv4 privado.

o Um endereco IPv6 publico (se a VPC/sub-rede tiver IPv6 habilitado).

o Um ou mais Security Groups. Toda instancia EC2 tem pelo menos uma
ENI primaria (ethO) que nao pode ser desanexada. Vocé pode criar e
anexar ENIs secundarias a instancias, o que pode ser util para
cenarios como criar uma interface de gerenciamento separada ou ter

um IP de failover.

Compreender cada um desses blocos de construgao € o primeiro passo para poder
projetar redes VPCs que sejam seguras, escalaveis e atendam as necessidades

especificas das suas aplicagdes.

Projetando sua primeira VPC customizada: Arquitetura comum com

sub-redes publicas e privadas

Agora que conhecemos os componentes fundamentais de uma VPC, vamos projetar
e descrever a criacao de uma VPC customizada basica, mas muito comum e util:
uma arquitetura com sub-redes publicas (para recursos que precisam de acesso
direto a internet, como servidores web) e sub-redes privadas (para recursos de
backend, como bancos de dados, que ndo devem ser expostos diretamente). Esta

arquitetura € um padrao fundamental para seguranga e organizagao na nuvem.



Planejamento da VPC: Antes de comecar a clicar no console, um bom

planejamento é essencial.

1. Definir o Bloco CIDR da VPC:

o Escolha um bloco CIDR IPv4 que seja grande o suficiente para suas
necessidades atuais e futuras, e que nao se sobreponha com outras
redes (on-premises ou outras VPCs).

o Exemplo de planejamento: Vamos usar 10.0.60.60/16 para nossa
VPC. Isso nos da 65.536 enderecos IP privados no total.

2. Definir o Numero e o Tamanho das Sub-redes para cada Zona de
Disponibilidade (AZ):
o Para alta disponibilidade, é crucial usar pelo menos duas Zonas de

Disponibilidade. Vamos planejar sub-redes em duas AZs (por exemplo,

AZ-A e AZ-B) dentro da nossa Regiao escolhida.
o Para cada AZ, planejaremos uma sub-rede publica e uma sub-rede
privada.
o Exemplo de planejamento (continuando com a VPC 16.60.60.60/16):
m AZ-A:

m PublicSubnet-AZ-A:10.0.1.0/24 (251 IPs
utilizaveis)

m PrivateSubnet-AZ-A:10.0.2.0/24 (251 IPs
utilizaveis)

m AZ-B:

m PublicSubnet-AZ-B:10.0.3.0/24 (251 IPs
utilizaveis)

m PrivateSubnet-AZ-B:10.0.4.0/24 (251 IPs
utilizaveis) Isso utiliza apenas uma pequena parte do
nosso bloco /16, deixando muito espago para expansao
futura ou outras sub-redes.

3. Decidir sobre Gateways:
o Precisaremos de um Internet Gateway (IGW) para permitir que as

sub-redes publicas acessem a internet.



o

Precisaremos de um NAT Gateway para permitir que as instancias nas
sub-redes privadas acessem a internet para atualizagdes (sem serem
acessiveis da internet). O NAT Gateway residird em uma das

sub-redes publicas.

Passo a Passo da Criagcao no Console da AWS (Manual): Vamos descrever os

passos como se estivéssemos fazendo manualmente no console do VPC. (Existe

um "VPC Wizard" que pode automatizar parte disso, mas entender o processo

manual é fundamental).

1. Criar a VPC:

o

o

o

o

Navegue até o servigco VPC no console da AWS.

Clique em "Your VPCs" (Suas VPCs) e depois em "Create VPC" (Criar
VPC).

Name tag (Tag de nome): MinhaVPC-Curso

IPv4 CIDR block (Bloco CIDR IPv4): 16.0.0.0/16

IPv6 CIDR block (Bloco CIDR IPv6): "No IPv6 CIDR Block" (Sem
Bloco CIDR IPv6) por enquanto.

Tenancy (Locagao): "Default" (Padrao - hardware compartilhado).
Clique em "Create VPC".

2. Criar Sub-redes:

o

o

No painel de navegacao da VPC, clique em "Subnets" (Sub-redes) e
depois em "Create subnet" (Criar sub-rede).
Crie cada uma das quatro sub-redes planejadas, uma por vez:

m PublicSubnet-AZ-A:

m VPC ID: Selecione MinhaVPC-Curso.

m Subnet name (Nome da sub-rede):
PublicSubnet-AZ-A

m Availability Zone (Zona de Disponibilidade): Escolha a
primeira AZ disponivel na sua Regido (ex: sa-east-1a).

m IPv4 CIDR block (Bloco CIDRIPv4): 16.0.1.0/24

m Clique em "Create subnet".
m PrivateSubnet-AZ-A:



m VPC ID: MinhaVPC-Curso.
m Subnet name: PrivateSubnet-AZ-A
m Availability Zone: A mesma AZ da
PublicSubnet-AZ-A (ex: sa-east-1a).
m IPv4 CIDR block: 10.0.2.06/24
m Clique em "Create subnet".
m PublicSubnet-AZ-B:
m VPC ID: MinhaVPC-Curso.
m Subnet name: PublicSubnet-AZ-B
m Availability Zone: Escolha a segunda AZ disponivel (ex:
sa-east-1b).
m IPv4 CIDR block: 10.0.3.0/24
m Clique em "Create subnet".
m PrivateSubnet-AZ-B:
m VPC ID: MinhaVPC-Curso.
m Subnet name: PrivateSubnet-AZ-B

m Availability Zone: A mesma AZ da
PublicSubnet-AZ-B (ex: sa-east-1b).

m [IPv4 CIDR block: 10.0.4.0/24

m Clique em "Create subnet".

o Habilitar Auto-assign public IPv4 address para Sub-redes
Publicas: Para que instancias lancadas em sub-redes publicas
recebam automaticamente um IP publico, selecione cada sub-rede
publica (PublicSubnet-AZ-A e PublicSubnet-AZ-B), clique em
"Actions" (A¢des) -> "Edit subnet settings" (Editar configuragdes da
sub-rede) e marque a caixa "Enable auto-assign public IPv4 address".
Salve as alteragoes.

3. Criar e Anexar um Internet Gateway (IGW):

o No painel de navegacéo, clique em "Internet Gateways" e depois em

"Create internet gateway".

o Name tag: MeuIGW-Curso



o Cliqgue em "Create internet gateway".

o Selecione o IGW recém-criado, clique em "Actions" -> "Attach to VPC"
(Anexar a VPC).

o Selecione MinhaVPC-Curso e clique em "Attach internet gateway".

4. Criar Tabelas de Rotas:

o No painel de navegacéo, clique em "Route Tables" (Tabelas de Rotas)

e depois em "Create route table" (Criar tabela de rotas).

o Tabela de Rotas Publica:

Name tag: PublicRouteTable-Curso

VPC: Selecione MinhaVPC-Curso.

Cliqgue em "Create route table".

Selecione a PublicRouteTable-Curso recém-criada. Va
para a aba "Routes" (Rotas).

Clique em "Edit routes" (Editar rotas) -> "Add route" (Adicionar
rota).

Destination (Destino): 0.0.0.0/60

Target (Alvo): Selecione "Internet Gateway" e depois
MeuIGW-Curso.

Clique em "Save routes" (Salvar rotas).

Agora, va para a aba "Subnet associations" (Associagdes de
sub-rede) da PublicRouteTable-Curso.

Clique em "Edit subnet associations" (Editar associagdes de
sub-rede).

Marque as caixas para PublicSubnet-AZ-Ae
PublicSubnet-AZ-B.

Clique em "Save associations" (Salvar associagdes).

o Tabela de Rotas Privada:

Cliqgue em "Create route table".
Name tag: PrivateRouteTable-Curso
VPC: MinhaVPC-Curso.

Clique em "Create route table".



m Selecione a PrivateRouteTable-Curso. Va para a aba
"Subnet associations".

m Clique em "Edit subnet associations".

m Marque as caixas para PrivateSubnet-AZ-Ae
PrivateSubnet-AZ-B.

m Clique em "Save associations". (Ainda ndo adicionaremos a rota
para o NAT Gateway aqui, faremos isso na proxima etapa).

5. Criar um NAT Gateway (Opcional, mas Recomendado para Acesso de
Saida das Sub-redes Privadas):

o No painel de navegacéo, clique em "NAT Gateways" e depois em
"Create NAT gateway" (Criar NAT gateway).

o Name tag: MeuNATGateway-Curso

o Subnet: Selecione uma das suas sub-redes publicas (ex:
PublicSubnet-AZ-A). O NAT Gateway precisa residir em uma
sub-rede publica.

o Connectivity type (Tipo de conectividade): "Public" (Publico).

o Elastic IP allocation ID (ID de alocacao do IP Elastico): Clique em
"Allocate Elastic IP" (Alocar IP Elastico). Isso criara e associara um
novo EIP ao seu NAT Gateway.

o Cliqgue em "Create NAT gateway". O provisionamento pode levar
alguns minutos.

o Modificar a Tabela de Rotas Privada:

m Volte para "Route Tables", selecione
PrivateRouteTable-Curso.

m Va para a aba "Routes", clique em "Edit routes" -> "Add route".

m Destination: 0.0.0.0/0

m Target: Selecione "NAT Gateway" e depois
MeuNATGateway-Curso (ele deve aparecer na lista quando
estiver provisionado).

m Clique em "Save routes".

6. Configurar Security Groups (SGs):



o No painel de navegacéo, clique em "Security Groups" e depois em

"Create security group".

o SG para Servidores Web:

Security group name: SG-WebServer-Curso

Description: Permite HTTP/S e SSH para Web Servers
VPC: MinhaVPC-Curso.

Inbound rules (Regras de entrada):

m Clique em "Add rule": Type HTTP, Protocol TCP, Port
Range 80, Source Anywhere-IPv4 (0.0.0.0/0).

m Clique em "Add rule": Type HTTPS, Protocol TCP, Port
Range 443, Source Anywhere-IPv4 (0.0.0.0/0).

m Clique em "Add rule": Type SSH, Protocol TCP, Port
Range 22, Source My IP (ou um CIDR especifico da sua

rede de gerenciamento).
Outbound rules (Regras de saida): Deixe o padrao (Allow all
outbound).

Clique em "Create security group".

o SG para Servidores de Banco de Dados:

Security group name: SG-Database-Curso

Description: Permite acesso ao DB a partir dos Web
Servers

VPC: MinhaVPC-Curso.

Inbound rules:

m Clique em "Add rule": Type MySQL /Aurora (ou o tipo do
seu DB, porta 3306), Protocol TCP, Port Range 3306.

m Source: Em vez de um IP, digite o ID do
SG-WebServer-Curso (ex: sg-012345abcdef). Isso
permite trafego apenas de instancias que estdo no
SG-WebServer-Curso.

m (Opcional) Adicione uma regra SSH (porta 22) com

Source sendo um Bastion Host Security Group ou seu IP



de gerenciamento, se precisar de acesso direto para
manutencao.
m Outbound rules: Deixe o padrao.
m Clique em "Create security group".
7. Configurar NACLs (Opcional - geralmente os SGs sao suficientes para
comecar):

o A NACL padrao associada a sua VPC permite todo o trafego de
entrada e saida. Para a maioria dos casos de uso iniciais, isso &
suficiente, e vocé pode confiar nos Security Groups para um controle
mais granular. Se vocé precisar de regras de negagao explicitas no
nivel da sub-rede (por exemplo, bloquear um IP malicioso conhecido),

vocé modificaria a NACL associada as suas sub-redes.
Lancando Instancias na VPC Customizada: Agora, ao langar uma instancia EC2:

1. Durante a configuragdo da insténcia, na segao "Network settings":

o VPC: Selecione MinhaVPC-Curso.

o Subnet:

m Para um servidor web, escolha uma das sub-redes publicas (ex:
PublicSubnet-AZ-A).

m Para um servidor de banco de dados, escolha uma das
sub-redes privadas (ex: PrivateSubnet-AZ-A).

o Firewall (security groups): Selecione "Select existing security group”
(Selecionar grupo de segurancga existente) e escolha o SG apropriado
(SG-WebServer-Curso para o web server, SG-Database-Curso
para o DB server).

o Auto-assign Public IP: Se estiver langando na sub-rede publica e ela
nao tiver o auto-assign habilitado, vocé pode habilitar aqui para a

instancia. Instancias em sub-redes privadas geralmente ndo devem ter

IPs publicos.

Exemplo pratico de implantago:



e \océ langa sua instancia de servidor web (Apache/Nginx) na
PublicSubnet-AZ-A com o SG-WebServer-Curso. Ela recebera um IP

publico e podera ser acessada pela internet nas portas 80/443.

e \/océ langa sua instancia de banco de dados MySQL na

PrivateSubnet-AZ-A com o SG-Database-Curso. Ela ndo tera um IP
publico. Apenas as instancias no SG-WebServer-Curso poderao se

conectar a ela na porta 3306. O servidor de banco de dados podera acessar

a internet para atualizagbes através do NAT Gateway.

Parabéns! Vocé projetou e compreendeu os passos para criar uma VPC
customizada com uma arquitetura de duas camadas (publica e privada), que é um

padrao fundamental para construir aplicagdes seguras e escalaveis na AWS.

Conectividade e seguran¢a avangada na VPC

Depois de estabelecer sua VPC basica com sub-redes publicas e privadas, suas
necessidades de conectividade e seguranga podem evoluir. A AWS oferece uma
gama de servigos e funcionalidades avangadas para interconectar VPCs,
conectar-se a redes on-premises de forma segura e aprimorar a postura de

segurancga da sua rede na nuvem.

1. VPC Peering (Emparelhamento de VPCs):

o 0O que é: Uma conexao de rede entre duas VPCs que permite que
vocé roteie trafego entre elas usando enderegos |IPv4 ou IPv6
privados, como se estivessem na mesma rede. As VPCs podem estar
na mesma conta AWS ou em contas diferentes, e na mesma Regiao
ou em Regides diferentes (Inter-Region VPC Peering).

o Caracteristicas:

m Nao transitivo: Se a VPC A esta emparelhada com a VPC B, e
a VPC B esta emparelhada com a VPC C, a VPC A n&o pode
se comunicar diretamente com a VPC C através da VPC B.
Uma conexao de emparelhamento separada seria necessaria
entre A e C.

m Sem ponto Unico de falha ou gargalo de largura de banda:

Utiliza a infraestrutura existente da AWS.



o

m Os blocos CIDR das VPCs emparelhadas nao podem se
sobrepor.
Caso de uso: Conectar VPCs de diferentes departamentos, ou uma
VPC de produgdo com uma VPC de desenvolvimento/teste, permitindo
que recursos se comuniquem privadamente. Por exemplo, uma
aplicacdo na VPC de producédo pode precisar acessar um servigo de

log centralizado que roda na VPC de ferramentas compatrtilhadas.

2. AWS Transit Gateway:

o

O que é: Um hub de transito de rede que vocé pode usar para
interconectar suas VPCs e redes on-premises. Funciona como um
"roteador na nuvem".

Vantagens sobre VPC Peering em escala: Simplifica a topologia de
rede. Em vez de criar multiplas conexdes de VPC Peering (que podem
se tornar complexas de gerenciar com muitas VPCs — uma malha
completa), cada VPC e conex&o on-premises se conecta ao Transit
Gateway. O Transit Gateway entao gerencia o roteamento entre elas.
Suporte a roteamento transitivo: Se a VPC A e a VPC C estao
ambas conectadas ao Transit Gateway, elas podem se comunicar
através dele.

Segmentacgao de Rede: Permite criar multiplas tabelas de rotas
dentro do Transit Gateway para segmentar o trafego entre diferentes
"dominios de roteamento".

Caso de uso: Grandes organizagdes com dezenas ou centenas de
VPCs que precisam se comunicar, ou para simplificar a conectividade
hibrida com multiplas redes on-premises. Imagine uma empresa com
VPCs para desenvolvimento, teste, producdo e analise, todas
precisando se comunicar seletivamente entre si e com o data center

corporativo. O Transit Gateway centraliza essa conectividade.

3. Conexoes VPN (AWS Site-to-Site VPN):

o

o

O que é: Permite estabelecer uma conexao segura entre sua rede
on-premises (ou outro data center) e sua Amazon VPC através de

tuneis IPsec (Internet Protocol security) criptografados pela internet
publica.

Componentes:



m Virtual Private Gateway (VGW) ou Transit Gateway: Do lado
da AWS, anexado a sua VPC.

m Customer Gateway (CGW): Um recurso na AWS que
representa seu dispositivo VPN fisico ou software no lado
on-premises.

m Dois tuneis VPN: Para redundancia e alta disponibilidade.

o Caso de uso: Conectar de forma segura seu escritorio ou data center
a sua VPC para acesso a recursos, extensao de rede ou migragao.
Por exemplo, permitir que desenvolvedores no escritorio acessem com
seguranca servidores de desenvolvimento na VPC usando seus IPs
privados.

4. AWS Direct Connect (DX):

o 0O que é: Um servigo que facilita o estabelecimento de uma conexao
de rede dedicada e privada entre seu data center, escritorio ou
ambiente de co-location e a AWS.

o Vantagens sobre VPN:

m Largura de banda mais alta e consistente: Oferece conexdes
de 1 Gbps, 10 Gbps ou 100 Gbps (ou menores através de
parceiros DX).

m Menor laténcia: O trafego ndo passa pela internet publica.

m Experiéncia de rede mais consistente.

m Potencialmente custos de transferéncia de dados reduzidos
para grandes volumes.

o Configuragao: Envolve uma conexao fisica (cross-connect) em uma
localizagao do Direct Connect entre seu equipamento e o da AWS.

o Caso de uso: Para cargas de trabalho que exigem alta largura de
banda e baixa laténcia para a rede on-premises, transferéncia de
grandes volumes de dados, ou para aplicagdes hibridas criticas.
Imagine uma empresa de midia transferindo terabytes de arquivos de
video diariamente entre seu estudio de produgdo on-premises e o S3
na AWS.

5. VPC Endpoints (Pontos de Extremidade da VPC): Permitem que vocé
conecte sua VPC a servigos da AWS suportados e a servigos de endpoint da

VPC (AWS PrivateLink) sem exigir um Internet Gateway, NAT Gateway,



conexao VPN ou Direct Connect. O trafego entre sua VPC e o servigo nao sai
da rede da Amazon.

o Gateway Endpoints:

m Servigos Suportados: Amazon S3 e Amazon DynamoDB.

m Como funciona: Vocé cria um endpoint de gateway na sua
VPC e adiciona uma rota na sua tabela de rotas para o prefixo
do servigo (S3 ou DynamoDB) apontando para o endpoint. O
trafego para esses servigos a partir de instancias naquelas
sub-redes é roteado através do endpoint de gateway.

m Sem custo adicional.

o Interface Endpoints (AWS PrivateLink):

m Servigos Suportados: A maioria dos outros servicos da AWS
(EC2, Kinesis, SQS, SNS, ELB, API Gateway, etc.), servigos de
parceiros da AWS e seus proprios servigos hospedados em
outras VPCs.

m Como funciona: Um endpoint de interface € uma interface de
rede elastica (ENI) com um endereco IP privado da faixa de IPs
da sua sub-rede. Ele atua como um ponto de entrada para o
trafego destinado ao servigo.

m Custo: Ha um custo por hora para cada endpoint de interface
provisionado e um custo por GB de dados processados.

o Exemplo pratico: Suas instancias EC2 em uma sub-rede privada
precisam baixar arquivos de configuragdo do S3 e enviar mensagens
para uma fila SQS. Em vez de usar um NAT Gateway para acessar a
internet publica para esses servigos, vocé pode criar um Gateway
Endpoint para S3 e um Interface Endpoint para SQS. Todo o trafego
para S3 e SQS permanecera dentro da rede da AWS, aumentando a
segurancga e potencialmente reduzindo custos de NAT Gateway.

6. AWS Network Firewall:

o 0O que é: Um servico de firewall de rede gerenciado e de alta
disponibilidade para sua VPC. Ele permite que vocé implante e
gerencie regras de filtragem de trafego granulares (stateful e

stateless), incluindo prevencgao de intrusdes (IPS) e filtragem web.



o Vantagens: Mais funcionalidades do que Security Groups € NACLs
sozinhos, como inspecgéao profunda de pacotes (DPI), filtragem de
dominio e prevengao de intrusdes baseada em assinaturas.
Gerenciado pela AWS, entdo vocé nao precisa configurar e manter
instancias de firewall.

o Caso de uso: Para proteger suas VPCs contra ameacas de rede
comuns, aplicar politicas de segurancga de rede mais rigidas e atender
a requisitos de conformidade.

7. VPC Flow Logs:

o O que é: Um recurso que permite capturar informacgdes sobre o
trafego IP que entra e sai das interfaces de rede na sua VPC. Os logs
de fluxo sdo publicados no Amazon CloudWatch Logs ou no Amazon
S3.

o Informagoes Capturadas: Enderecos IP de origem e destino, portas
de origem e destino, protocolo, pacotes, bytes, agdo (ACCEPT ou
REJECT), etc.

o Caso de uso:

m Monitoramento de Rede: Entender os padrdes de trafego.

m Solucao de Problemas de Conectividade: Diagnosticar por
que o trafego néo esta chegando a uma instancia.

m Deteccao de Anomalias de Seguranga: Identificar trafego
inesperado ou malicioso.

m Auditoria de Conformidade.

o Para ilustrar: Se vocé suspeita que uma instancia esta recebendo
trafego de um IP desconhecido, vocé pode analisar os VPC Flow Logs
para essa instancia para ver os detalhes da conexao e, se necessario,

ajustar suas regras de Security Group.

Ao combinar esses servigos avancados, vocé pode construir arquiteturas de rede na
AWS que sao nao apenas seguras e isoladas, mas também altamente
interconectadas, resilientes e capazes de atender a complexos requisitos de

negoécios e conformidade.

Melhores praticas para design e gerenciamento de VPCs



Projetar e gerenciar suas Amazon VPCs de forma eficaz é crucial para a seguranca,
escalabilidade e eficiéncia operacional de suas cargas de trabalho na AWS. Adotar
melhores praticas desde o inicio pode economizar tempo, evitar problemas futuros e

garantir que sua rede na nuvem seja robusta e bem gerenciada.

1. Planejamento Cuidadoso do Enderegamento IP:
o Use Blocos CIDR RFC 1918: Para suas VPCs, utilize os intervalos de

IPs privados padrao (10.0.0.0/8,172.16.0.0/12,
192.168.0.0/16).

o Evite Sobreposi¢cao de CIDRs: Ao definir os blocos CIDR para suas
VPCs, certifique-se de que eles ndo se sobreponham com os blocos
CIDR de suas redes on-premises ou de outras VPCs com as quais
vocé possa precisar se conectar no futuro (via VPC Peering, Transit
Gateway, VPN). A sobreposicéo de CIDRs impede o roteamento direto
entre essas redes.

o Deixe Espago para Crescimento: Escolha um bloco CIDR para sua
VPC que seja grande o suficiente para acomodar o crescimento futuro
de recursos. Da mesma forma, ao criar sub-redes, dimensione-as
adequadamente. E mais facil comecar com um bloco maior e usar
apenas uma parte dele do que ter que recriar uma VPC porque o
espaco de IP se esgotou.

o Segmente suas VPCs: Em vez de uma unica VPC monolitica para
toda a organizagao, considere usar multiplas VPCs para diferentes
ambientes (desenvolvimento, teste, produgao), diferentes unidades de
negocio ou diferentes aplicagdes, e conecte-as usando Transit
Gateway ou VPC Peering, conforme necessario. Isso melhora o
isolamento e a gestéao.

2. Seguranca em Camadas (Defense in Depth):

o Use Security Groups (SGs) e Network Access Control Lists
(NACLs) em conjunto:

m Security Groups: Atuam como firewalls no nivel da insténcia
(stateful). Use-os como sua primeira linha de defesa para

controlar o trafego de e para suas instancias EC2. Seja



o

especifico nas regras, permitindo apenas os protocolos, portas
e origens/destinos necessarios.

m NACLs: Atuam como firewalls no nivel da sub-rede (stateless).
Use-as como uma segunda linha de defesa opcional para
regras de negacao mais amplas (por exemplo, bloquear um
intervalo de IPs maliciosos conhecidos para toda uma
sub-rede). Lembre-se que as NACLs padrao permitem todo o
trafego; se vocé criar NACLs personalizadas, comece com
regras permissivas e va restringindo.

Isole Camadas de Aplicagao: Use sub-redes privadas para seus
componentes de backend (bancos de dados, servidores de aplicagéo)
que nao precisam de acesso direto da internet. Coloque apenas os
componentes que precisam ser expostos (como servidores web,
balanceadores de carga) em sub-redes publicas.

Implemente o Principio do Menor Privilégio para Redes: Tanto em
SGs quanto em NACLs, configure as regras para permitir apenas o

trafego estritamente necessario para que a aplicagao funcione.

3. Design para Alta Disponibilidade (HA):

o

o

Utilize Multiplas Zonas de Disponibilidade (AZs): Projete suas
aplicagdes para serem resilientes a falhas de uma unica AZ. Isso
significa implantar suas sub-redes (publicas e privadas) e seus
recursos (insténcias EC2, balanceadores de carga, bancos de dados
RDS Multi-AZ) em pelo menos duas, preferencialmente trés, Zonas de
Disponibilidade dentro de uma Regiao.

Balanceadores de Carga (ELB): Use ELBs para distribuir trafego
entre instancias em multiplas AZs.

Auto Scaling Groups (ASG): Configure ASGs para manter a
capacidade desejada de instancias e para langar instancias em

multiplas AZs.

4. Use Tags de Forma Consistente:

o

Aplique tags a todos os seus componentes da VPC (VPCs, sub-redes,
tabelas de rotas, gateways, NACLs, SGs, Elastic IPs, etc.). As tags

sao pares de chave-valor que ajudam vocé a:



m ldentificar Recursos: Name, Environment (Dev, Test, Prod),
ApplicationID, Owner.

m Gerenciamento de Custos: Rastrear custos por projeto,
departamento ou ambiente.

m Automacao: Usar tags para acionar scripts ou processos
automatizados.

m Controle de Acesso: Algumas politicas do IAM podem ser
baseadas em tags.

o Defina uma estratégia de tagging para sua organizagéo e aplique-a
consistentemente.

5. Revisao e Auditoria Regulares:

o Audite suas Configuragoes de VPC: Periodicamente, revise as
configuragdes da sua VPC, incluindo blocos CIDR, sub-redes, tabelas
de rotas e associacdes.

o Revise as Regras de Firewall: Inspecione regularmente as regras
dos seus Security Groups e NACLs para garantir que ainda sao
relevantes e que ndo ha permissdes excessivas. Remova regras
desnecessarias.

o Monitore com VPC Flow Logs: Habilite e analise os VPC Flow Logs
para entender os padrdes de trafego, solucionar problemas de
conectividade e detectar atividades suspeitas.

o Use o AWS Trusted Advisor: O Trusted Advisor fornece
recomendacgdes sobre otimizagao de custos, desempenho, seguranga
e tolerancia a falhas, incluindo algumas verificagoes relacionadas a
VPC.

o Use o AWS Config: Para monitorar continuamente as configuragdes
dos seus recursos da VPC e avaliar se estdo em conformidade com
suas politicas desejadas.

6. Considere o Uso de Infraestrutura como Cédigo (laC):

o Para ambientes de produgao ou para gerenciar VPCs complexas,

defina e provisione sua infraestrutura de VPC usando ferramentas de

laC como:



m AWS CloudFormation: O servigo nativo da AWS para definir
recursos em templates JSON ou YAML.

m Terraform by HashiCorp: Uma popular ferramenta de IaC de
cédigo aberto e multiplataforma.

m AWS CDK (Cloud Development Kit): Permite definir sua
infraestrutura na nuvem usando linguagens de programacao
familiares como Python, JavaScript, TypeScript, Java, C#.

o Beneficios do laC: Repetibilidade, controle de versao da sua
infraestrutura, automacgao, redugéo de erros manuais e facilidade para
replicar ambientes. Por exemplo, vocé pode ter um template
CloudFormation que define toda a sua arquitetura VPC padrao
(sub-redes, tabelas de rotas, gateways) e usa-lo para implantar
rapidamente novas VPCs consistentes para diferentes projetos.

7. Proteja o Acesso a Internet:

o Use NAT Gateways (em vez de NAT Instances): Para permitir que
instancias em sub-redes privadas acessem a internet, prefira os NAT
Gateways gerenciados pela AWS, pois sdo mais resilientes e
escalaveis.

o VPC Endpoints: Utilize VPC Endpoints para acessar servigcos da AWS
(como S3, DynamoDB, SQS) a partir de suas sub-redes privadas sem
que o trafego precise sair para a internet publica. Isso melhora a
segurancga e pode reduzir custos de NAT Gateway.

o Considere o AWS Network Firewall: Para inspecao de trafego de
internet mais avancgada e protecao contra ameacas.

8. Monitore e Otimize Custos:

o Esteja ciente dos componentes da VPC que podem incorrer em
custos, como NAT Gateways (custo por hora e por GB processado),
Interface VPC Endpoints (custo por hora e por GB processado) e
trafego de dados entre AZs ou para a internet.

o Use o AWS Cost Explorer para analisar os custos da sua VPC.

Ao seguir estas melhores praticas, vocé pode construir redes VPCs que nao séo

apenas funcionais, mas também seguras, resilientes, gerenciaveis e otimizadas em



termos de custo, formando uma base sélida para todas as suas aplicagdes e

servicos na nuvem AWS.

RDS e DynamoDB: Gerenciando dados na AWS -

Relacional vs. NoSQL na pratica

O dilema dos dados: Entendendo bancos de dados relacionais (SQL) e
NoSQL

No coracao de quase toda aplicagdo moderna reside um banco de dados, o
repositério que armazena, organiza e recupera as informagdes vitais para o
funcionamento do sistema. Ao longo da histéria da computagao, diferentes modelos
de bancos de dados surgiram para atender a diversas necessidades. Atualmente, as
duas grandes categorias que dominam o cenario sdo os bancos de dados
relacionais (SQL) e os bancos de dados NoSQL (Not Only SQL). Compreender suas
caracteristicas, vantagens e desvantagens é o primeiro passo para tomar decisdes

informadas sobre qual tecnologia utilizar para gerenciar seus dados na AWS.
Bancos de Dados Relacionais (SQL): A Tradigdo da Estrutura e Consisténcia

Os bancos de dados relacionais, que utilizam a Structured Query Language (SQL)
como sua linguagem padrao de consulta e manipulagéo, sdo um pilar da tecnologia

da informacao ha décadas.

e Conceito: Neste modelo, os dados s&o organizados em tabelas bem
definidas, compostas por linhas (registros) e colunas (atributos). Cada tabela
possui um esquema predefinido que dita os tipos de dados que cada coluna
pode armazenar. A forca dos bancos de dados relacionais reside na sua
capacidade de estabelecer e impor relacionamentos entre diferentes tabelas
através do uso de chaves primarias (identificadores unicos para cada linha
em uma tabela) e chaves estrangeiras (que referenciam a chave primaria de

outra tabela, criando um vinculo).



e Linguagem: A SQL é uma linguagem poderosa e padronizada usada para

definir a estrutura das tabelas (Data Definition Language - DDL), inserir,

atualizar, excluir e consultar dados (Data Manipulation Language - DML), e

controlar o acesso aos dados (Data Control Language - DCL).

e Propriedades ACID: Os bancos de dados relacionais sdo conhecidos por

aderirem as propriedades ACID, que garantem a confiabilidade das

transacoes:

o

Atomicidade (Atomicity): Uma transacédo € uma unidade indivisivel
de trabalho; ou todas as suas operagdes sdo concluidas com sucesso,
ou nenhuma delas é. Se uma parte da transacéao falhar, toda a
transacéo é revertida (rollback).

Consisténcia (Consistency): Uma transacgao leva o banco de dados
de um estado valido para outro estado valido, garantindo que todas as
regras de integridade definidas (como tipos de dados, restrigdes e
chaves estrangeiras) sejam mantidas.

Isolamento (Isolation): Transacdes concorrentes (executadas ao
mesmo tempo) sao isoladas umas das outras, de modo que os
resultados intermediarios de uma transag¢ao n&o sejam visiveis para
outras transagdes até que a primeira seja concluida. Isso previne
problemas como leituras sujas (dirty reads).

Durabilidade (Durability): Uma vez que uma transacéao é confirmada
(committed), suas alteragdes s&o permanentes e sobrevivem a falhas
do sistema (como quedas de energia ou falhas de hardware),

geralmente sendo gravadas em armazenamento néo volatil.

e Vantagens:

o

Consisténcia Forte dos Dados: As propriedades ACID garantem que
os dados sejam sempre precisos e confiaveis.

Integridade Referencial: A capacidade de impor relacionamentos
entre tabelas garante que os dados permanegcam consistentes em todo
o banco de dados.

Consultas Complexas e Flexiveis: A SQL permite a construcéo de

consultas sofisticadas que podem agregar dados de multiplas tabelas



através de JOINSs, filtrar, ordenar e agrupar resultados de maneiras

complexas.

o Maturidade da Tecnologia: Décadas de desenvolvimento resultaram
em ferramentas robustas, uma vasta comunidade de desenvolvedores
e um ecossistema maduro.

e Desvantagens:

o Escalabilidade Horizontal: Embora a escalabilidade vertical
(aumentar o poder do servidor) seja comum, escalar horizontalmente
(distribuir a carga entre multiplos servidores) pode ser complexo e
dispendioso para bancos de dados relacionais tradicionais,
especialmente para escrita.

o Rigidez do Esquema: O esquema predefinido pode ser uma
desvantagem quando os requisitos de dados mudam frequentemente,
pois alterar o esquema (schema evolution) em um banco de dados
relacional grande e em produgdo pode ser um processo disruptivo.

e Casos de Uso Tipicos: Sistemas de Planejamento de Recursos
Empresariais (ERP), Gerenciamento de Relacionamento com o Cliente
(CRM), sistemas financeiros e de contabilidade, aplicagcbes de comércio
eletrdnico (para gerenciamento de pedidos e inventario), e qualquer aplicagao
onde a estrutura dos dados € bem definida, os relacionamentos séo

complexos e a consisténcia transacional € primordial.

Bancos de Dados NoSQL (Not Only SQL): Flexibilidade e Escalabilidade para o
Mundo Moderno

Os bancos de dados NoSQL surgiram como uma alternativa aos modelos
relacionais, especialmente para lidar com os desafios de volume, velocidade e
variedade dos dados da era da internet (Big Data) e a necessidade de

escalabilidade massiva.

e Conceito: NoSQL € um termo guarda-chuva que abrange uma variedade de
modelos de dados que ndo seguem o paradigma relacional estrito. Eles
geralmente oferecem esquemas flexiveis ou "sem esquema" (schema-less),
permitindo que a estrutura dos dados evolua mais facilmente.

e Vantagens:



o Alta Escalabilidade Horizontal: Muitos bancos de dados NoSQL sao
projetados desde o inicio para escalar horizontalmente, distribuindo
dados e carga de trabalho em clusters de servidores commodity, o que
pode ser mais econdmico em grande escala.

o Flexibilidade de Esquema: A capacidade de adicionar ou modificar
campos sem ter que alterar um esquema centralizado € uma grande
vantagem para aplica¢gdes com requisitos de dados em rapida
evolucao ou para lidar com dados semiestruturados e nao
estruturados.

o Alta Performance para Workloads Especificos: Diferentes tipos de
bancos de dados NoSQL sio otimizados para padrdes de acesso
especificos, podendo oferecer desempenho superior aos bancos
relacionais para esses casos de uso (por exemplo, leituras/escritas
rapidas por chave em bancos chave-valor).

o Custo Potencialmente Menor em Grande Escala: A escalabilidade
horizontal em hardware commodity pode, em alguns casos, ser mais
barata do que escalar verticalmente grandes servidores de banco de
dados relacionais licenciados.

e Desvantagens:

o Consisténcia Eventual: Muitos sistemas NoSQL (especialmente
aqueles projetados para alta disponibilidade e tolerancia a partigdes de
rede) optam por um modelo de consisténcia eventual em vez da
consisténcia forte do ACID. Isso significa que, apds uma escrita, pode
levar um tempo para que todas as réplicas do dado sejam atualizadas,
e leituras nesse interim podem retornar dados desatualizados.

o Consultas Complexas: Realizar o equivalente a JOINs complexos ou
consultas ad-hoc em multiplos "tipos" de dados pode ser mais dificil ou
menos eficiente em alguns bancos NoSQL. Muitas vezes, os dados
precisam ser modelados (desnormalizados) de acordo com os padroes
de consulta previstos.

o Menos Padronizagao: Diferentemente da SQL, ndo existe uma

linguagem de consulta universal para todos os bancos NoSQL. Cada



tipo (e as vezes cada produto) tem sua prépria API ou linguagem de

consulta.

e Tipos Comuns de NoSQL e Seus Casos de Uso:

o

Chave-Valor (Key-Value Stores): O modelo mais simples. Os dados
sdo armazenados como uma colecéo de pares de chave e valor, onde
cada chave é unica. Ideal para acesso rapido a dados por uma chave
conhecida. Exemplos: Armazenamento de sessées de usuario,
caches, perfis de usuario simples.

Documento (Document Stores): Armazena dados em documentos,
geralmente em formatos como JSON, BSON ou XML. Cada
documento € autbnomo e pode ter sua propria estrutura. Permite
indexagao e consulta em campos dentro dos documentos. Exemplos:
Catalogos de produtos, sistemas de gerenciamento de conteudo,
perfis de usuario com atributos variados.

Colunar (Wide-Column Stores ou Column-Family Stores): Organiza
os dados em tabelas com linhas e colunas, mas, diferentemente dos
bancos relacionais, as colunas podem variar de linha para linha dentro
da mesma tabela, e as colunas sdo agrupadas em "familias de
colunas". Otimizado para consultas em grandes volumes de dados,
agregando valores de colunas especificas. Exemplos: Analise de big
data, sistemas de gerenciamento de séries temporais, dados de IoT,
catalogos de produtos com muitos atributos opcionais.

Grafo (Graph Databases): Projetados para armazenar e navegar por
relacionamentos entre entidades. Os dados s&o representados como
nos (entidades) e arestas (relacionamentos). Excelentes para dados
onde as conexdes sao tao importantes quanto os dados em si.
Exemplos: Redes sociais, motores de recomendacéo, detecgdo de

fraudes, gerenciamento de conhecimento.

e Propriedades BASE (em contraste com ACID): Muitos sistemas NoSQL

distribuidos seguem o teorema CAP (Consisténcia, Disponibilidade,

Tolerancia a Parti¢cdes - escolha dois) e sdo frequentemente descritos pelas
propriedades BASE:

o

Basically Available (Basicamente Disponivel): O sistema garante

disponibilidade, mesmo que algumas partes estejam falhando.



o Soft state (Estado Flexivel): O estado do sistema pode mudar ao
longo do tempo, mesmo sem entrada, devido a consisténcia eventual.

o Eventually consistent (Eventualmente Consistente): Se nenhuma
nova atualizagao for feita em um item de dados, eventualmente todas

as leituras desse item retornarao o ultimo valor atualizado.

Quando escolher qual? A decisdo entre SQL e NoSQL ndo é uma questdo de qual
€ "melhor", mas qual é mais adequado para o problema especifico que vocé esta

tentando resolver. Considere os seguintes fatores:

e Estrutura dos Dados: Se seus dados sao altamente estruturados, com
relacionamentos bem definidos e um esquema que nado muda com
frequéncia, SQL é uma escolha forte. Se seus dados sao semiestruturados,
nao estruturados, ou se 0 esquema precisa evoluir rapidamente, NoSQL
oferece mais flexibilidade.

e Requisitos de Escalabilidade: Se vocé prevé uma necessidade de
escalabilidade horizontal massiva, especialmente para escrita, muitos bancos
de dados NoSQL séo projetados para isso. Bancos SQL podem escalar, mas
pode ser mais complexo.

e Consisténcia vs. Disponibilidade: Se a consisténcia forte e transacdes
ACID sao absolutamente criticas para cada operagédo (como em sistemas
financeiros), SQL é o padréo. Se alta disponibilidade e escalabilidade sao
mais importantes e vocé pode tolerar consisténcia eventual para algumas
operagdes, NoSQL pode ser uma opgéao.

e Tipos de Consulta: Se vocé precisa de consultas ad-hoc complexas, com
JOINs entre muitas tabelas e agregagdes, SQL é geralmente superior. Se
seus padrdes de acesso sao bem definidos e baseados principalmente em
chaves ou atributos especificos, NoSQL pode ser muito performatico.

e Velocidade de Desenvolvimento: A flexibilidade de esquema do NoSQL
pode, em alguns casos, acelerar o desenvolvimento inicial, pois ndo ha

necessidade de definir e migrar esquemas detalhados antecipadamente.

Exemplo pratico de decisdo: Uma aplicagao de um blog. Para armazenar os posts,
comentarios e informacgdes dos usuarios, um banco de dados relacional (SQL)

como PostgreSQL ou MySQL seria uma boa escolha, pois os relacionamentos entre



usuarios, posts e comentarios sdo bem definidos e a consisténcia € importante. No
entanto, para contar o numero de visualizacbes de cada post, que pode envolver um
volume muito alto de escritas rapidas e nao requer consisténcia transacional forte
com os outros dados, um banco de dados NoSQL chave-valor ou colunar poderia

ser usado para armazenar esses contadores de forma mais escalavel.

Muitas aplicagdes modernas, na verdade, utilizam uma abordagem poliglota de
persisténcia, usando diferentes tipos de bancos de dados (SQL e NoSQL) para
diferentes partes da aplicacao, aproveitando os pontos fortes de cada um. A AWS
oferece servigos gerenciados para ambos os mundos, como veremos com 0
Amazon RDS (para SQL) e o Amazon DynamoDB (um tipo de NoSQL).

Amazon RDS (Relational Database Service): Simplificando a gestao de

bancos de dados relacionais

O Amazon Relational Database Service (Amazon RDS) é um servigo web que
facilita a configuracao, operacao e escalabilidade de bancos de dados relacionais na
nuvem AWS. Em vez de vocé ter que se preocupar com o provisionamento de
hardware, instalagcado do software do banco de dados, aplicacao de patches,
configuracado de backups e outras tarefas administrativas demoradas, o RDS
automatiza muitas dessas atividades, permitindo que vocé se concentre no design
do seu esquema, na otimizacdo das suas consultas e no desenvolvimento da sua

aplicagao.

O que é o Amazon RDS? O RDS nao é um motor de banco de dados em si, mas
sim um servigo de gerenciamento que suporta varios motores de banco de dados
relacionais populares. Ele oferece uma plataforma gerenciada onde vocé pode
langar instancias de banco de dados (DB Instances) que se comportam como um
servidor de banco de dados tradicional, mas com grande parte da complexidade

operacional abstraida pela AWS.

Motores de Banco de Dados Suportados pelo Amazon RDS: O RDS oferece
uma variedade de opgdes de motores de banco de dados para atender a diferentes

necessidades e preferéncias:



1. Amazon Aurora: Um motor de banco de dados relacional de alta
performance, compativel com MySQL e PostgreSQL, construido
especificamente para a nuvem AWS. Ele oferece maior throughput,
disponibilidade e durabilidade do que as versdes padrao do MySQL e
PostgreSQL, com funcionalidades como armazenamento auto-escalavel,
replicacao avancada e failover rapido.

2. PostgreSQL: Uma poderosa e popular opgao de banco de dados relacional
de cddigo aberto, conhecida por sua extensibilidade, conformidade com SQL
e recursos avangados.

3. MySQL: O banco de dados relacional de codigo aberto mais popular do
mundo, amplamente utilizado para aplicagdes web.

4. MariaDB: Um fork comunitario do MySQL, também de cédigo aberto, que
oferece compatibilidade com o MySQL e alguns recursos adicionais.

5. Oracle Database: Permite que vocé execute suas cargas de trabalho Oracle
na AWS, com diferentes modelos de licenciamento (incluindo "Bring Your
Own License" - BYOL, ou licenga inclusa).

6. Microsoft SQL Server: Suporta varias edigdes do SQL Server (Express,
Web, Standard, Enterprise), também com op¢des de licenciamento BYOL ou

licenga inclusa.
Principais Beneficios e Funcionalidades do RDS:

e Gerenciamento Simplificado: O RDS cuida de tarefas como:
o Provisionamento de infraestrutura (instédncias EC2 subjacentes,
armazenamento EBS).
o Instalacado do software do banco de dados.
o Aplicagao de patches no sistema operacional e no motor do banco de
dados durante janelas de manutengéo que vocé pode configurar.
o Backups automatizados e snapshots manuais.
o Recuperagao de desastres e failover (com configuragbes Multi-AZ).
e Escalabilidade: O RDS oferece varias formas de escalar sua instancia de
banco de dados:
o Escalabilidade Vertical (Compute Scaling): Vocé pode faciimente

aumentar ou diminuir a capacidade de computacdo e memoaria da sua



instancia DB (alterando o tipo de instancia DB, por exemplo, de
db.t3.micro para db.m5.1large). Isso geralmente requer um breve
tempo de inatividade enquanto a instancia é redimensionada.

o Escalabilidade de Leitura (Read Replicas): Para cargas de trabalho
com uso intensivo de leitura, vocé pode criar uma ou mais réplicas de
leitura (Read Replicas) da sua instancia DB primaria. As réplicas de
leitura sdo cépias assincronas que podem descarregar o trafego de
leitura da insténcia primaria, melhorando o desempenho geral. Elas
podem estar na mesma Regido ou em Regides diferentes (para o
Aurora e alguns outros motores).

o Escalabilidade de Armazenamento: VVocé pode aumentar o tamanho
do armazenamento alocado para sua instancia DB dinamicamente,
muitas vezes sem tempo de inatividade (dependendo do motor e do
tipo de armazenamento). O Amazon Aurora oferece armazenamento
gue escala automaticamente até 128 TiB.

e Alta Disponibilidade (Multi-AZ Deployments): Para cargas de trabalho de
producao, vocé pode habilitar a funcionalidade Multi-AZ. Com o Multi-AZ, o
RDS provisiona e mantém automaticamente uma réplica sincrona "standby"
da sua instancia DB primaria em uma Zona de Disponibilidade (AZ) diferente
dentro da mesma Regido. Em caso de falha da instancia primaria (por
exemplo, falha de hardware, problema na AZ) ou durante uma manutengao
planejada, o RDS automaticamente realiza um failover para a instancia
standby, tornando-a a nova primaria. Isso melhora significativamente a
disponibilidade do seu banco de dados. O endpoint do seu banco de dados
permanece 0 mesmo apos o failover.

e Backups Automatizados e Snapshots Manuais:

o Backups Automatizados: O RDS realiza backups diarios automaticos
do seu banco de dados (armazenados no S3) e retém logs de
transacao, permitindo a recuperagao point-in-time (PITR) para
qualquer segundo dentro do seu periodo de retengao de backup
configurado (de 1 a 35 dias).

o Snapshots Manuais: Vocé pode criar snapshots manuais da sua

instancia DB a qualquer momento. Esses snapshots s&do armazenados



no S3 e sao retidos até que vocé os exclua explicitamente. Sdo Uteis
para arquivamento de longo prazo ou para criar copias do seu banco
de dados.

e Segurancga: O RDS oferece multiplas camadas de segurancga:

o Controle de Acesso de Rede: As instancias DB do RDS rodam
dentro da sua Amazon VPC. Vocé usa Security Groups para controlar
quais instancias EC2 ou enderecos |IP podem se conectar a sua
instancia DB e em qual porta. E uma pratica recomendada rodar
instancias RDS em sub-redes privadas.

o Criptografia em Repouso: Vocé pode criptografar seus bancos de
dados RDS (incluindo o armazenamento subjacente, backups
automatizados, réplicas de leitura e snapshots) usando chaves
gerenciadas pelo AWS Key Management Service (KMS).

o Criptografia em Transito: O RDS suporta conexdes SSL/TLS para
criptografar os dados enquanto eles viajam entre sua aplicagéo e a
instancia DB.

o Autenticagcao no Banco de Dados: Além da autenticagado padrao por
nome de usuario e senha do motor do banco de dados, o RDS suporta
a Autenticacao de Banco de Dados do IAM para MySQL e
PostgreSQL. Isso permite que vocé use usuarios e roles do IAM para
autenticar no seu banco de dados, centralizando o gerenciamento de
acesso.

e Monitoramento: O RDS se integra profundamente com o Amazon
CloudWatch, publicando automaticamente métricas de desempenho da sua
instancia DB (como utilizagdo da CPU, meméria livre, IOPS de disco,
conexdes de banco de dados, laténcia de replicagdo). Vocé pode criar
alarmes do CloudWatch com base nessas métricas. Além disso, 0 Amazon
RDS Performance Insights é uma ferramenta poderosa que ajuda a
diagnosticar e resolver gargalos de desempenho do banco de dados,
visualizando a carga do banco e identificando as consultas SQL mais

consumidoras de recursos.



Lancando uma Instancia DB no RDS (Passo a Passo Simplificado com
PostgreSQL como Exemplo): Vamos simular o langamento de uma instancia

PostgreSQL usando a opgéao "Free tier".

1. Acesse o Console do RDS: No Console AWS, procure por "RDS" e
selecione o servigo.

2. Cliqgue em "Create database" (Criar banco de dados) no painel do RDS.

3. Choose a database creation method (Escolher um método de criagao de
banco de dados): Selecione "Standard Create" (Criacao Padrao) para ver
todas as opcgoes.

4. Engine options (Opgoes do motor):

o Selecione "PostgreSQL".
o Vocé pode escolher uma versao especifica do PostgreSQL se
necessario.

5. Templates (Modelos): Selecione "Free tier" (Nivel gratuito). Isso
pré-selecionara opgcdes compativeis com o Free Tier, como um tipo de
instdncia menor e armazenamento limitado.

6. Settings (Configuragoes):

o DB instance identifier (Identificador da instancia DB): D& um nome
unico para sua instancia, por exemplo,

meu-banco-postgres-curso.

o Master username (Nome do usuario mestre): Defina um nome de
usuario para o administrador do banco de dados (por exemplo,
adminpostgres). Nao use nomes como postgres ou admin que
podem ser nomes de usuarios reservados pelo sistema.

o Master password (Senha mestre): Crie uma senha forte e
confirme-a. Guarde essa senha em seguranca.

7. DB instance class (Classe da instancia DB): O template "Free tier" deve

selecionar automaticamente uma classe elegivel (como db.t3.micro ou

db.t2.micro). Esta classe define a capacidade de CPU e memodria.

8. Storage (Armazenamento):
o Storage type (Tipo de armazenamento): "General Purpose SSD

(gp2)" ou "gp3" sera selecionado.



o Allocated storage (Armazenamento alocado): O Free Tier
geralmente oferece 20 GiB.

o Storage autoscaling (Autoescalonamento de armazenamento):
Pode estar desabilitado para o Free Tier. Se habilitado, permite que o
RDS aumente o armazenamento automaticamente quando necessario.

9. Availability & durability (Disponibilidade e durabilidade):

o Multi-AZ deployment (Implantagao Multi-AZ): Para o Free Tier, esta
opc¢ao geralmente é "Do not create a standby instance" (N&o criar uma
instancia de espera), pois o Multi-AZ tem custos adicionais. Para
producéo, vocé escolheria "Create a standby instance".

10.Connectivity (Conectividade):

o Virtual private cloud (VPC): Selecione a VPC onde sua instancia
RDS sera langada (pode ser a VPC padrao ou uma VPC customizada
que vocé criou).

o Subnet group (Grupo de sub-rede DB): Se vocé estiver usando a
VPC padrao, um grupo de sub-rede padréao pode ser usado. Se estiver
em uma VPC customizada, vocé precisara ter criado um grupo de
sub-rede DB que inclua sub-redes (preferencialmente privadas) de
pelo menos duas AZs (mesmo que nao esteja usando Multi-AZ agora,
€ uma boa pratica para o futuro).

o Public access (Acesso publico):

m "No" (Ndo): E a opgcdo mais segura e recomendada para
producgao. A instancia DB so sera acessivel de dentro da sua
VPC (por exemplo, por instancias EC2 na mesma VPC).

m "Yes" (Sim): Permite que a instancia DB receba um endereco IP
publico e seja acessivel pela internet (se o Security Group
permitir). Use com extrema cautela e apenas para
desenvolvimento/teste se for realmente necessario. Se vocé
escolher "Sim", certifique-se de que seu Security Group seja
muito restritivo. Para o Free Tier e aprendizado, se vocé nao
tiver uma instancia EC2 na VPC para se conectar, pode ser
tentador usar "Sim", mas entenda os riscos.

o VPC security group (firewall):



"Create new" (Criar novo): Vocé pode criar um novo Security
Group. D& um nome (ex: sg-postgres-acesso). Ele pode
tentar adicionar uma regra de entrada para a porta do
PostgreSQL (5432) a partir do seu IP detectado, o que € bom
para acesso direto de sua maquina.

"Choose existing" (Escolher existente): Se vocé ja tem um

Security Group apropriado.

o Availability Zone (Zona de Disponibilidade): VVocé pode escolher

"No preference" (Sem preferéncia) ou uma AZ especifica se ndo

estiver usando Multi-AZ.

11. Database authentication (Autenticagao do banco de dados): "Password

authentication" (Autenticagéo por senha) € o padrao.

12. Additional configuration (Configuragao adicional) - expanda esta sec¢ao:

o

Database port (Porta do banco de dados): O padrao para
PostgreSQL é 5432.
Backup:

m Enable automatic backups (Habilitar backups automaticos):

Geralmente habilitado por padrdo com um periodo de retengao

de 7 dias (vocé pode ajustar de 1 a 35 dias).

Encryption (Criptografia):

m Enable encryption (Habilitar criptografia): Para o Free Tier,

pode estar desabilitado para economizar recursos, mas para
producao, é altamente recomendado habilitar. Se habilitado, usa
uma chave padrao aws/rds do KMS ou vocé pode escolher

uma chave customizada.

Maintenance (Manutengao):

m Auto minor version upgrade (Upgrade automatico de

versao secundaria): Geralmente habilitado. O RDS aplicara
automaticamente atualizacdes de versdes secundarias do motor
durante sua janela de manutengao.

Maintenance window (Janela de manutengao): Vocé pode

selecionar um dia e horario para a janela de manutengao



semanal (quando patches e outras manutengdes sao
aplicadas).
o Deletion protection (Protegdo contra exclusio): E uma boa pratica
marcar "Enable deletion protection" (Habilitar prote¢ao contra
exclusao) para evitar a exclusdo acidental da sua instancia DB de

producao.

13.Revise todas as configuragdes e o custo estimado mensal (deve ser baixo ou

zero para o Free Tier). Clique em "Create database". O provisionamento da
instancia DB levara alguns minutos (10-20 minutos ou mais, dependendo do
tamanho e motor). Vocé pode acompanhar o status no painel do RDS.

Quando o status for "Available" (Disponivel), ela estara pronta.

Conectando-se a Instancia DB RDS:

1.

Obtenha o Endpoint e a Porta: No console do RDS, selecione sua instancia
DB. Na aba "Connectivity & security” (Conectividade e seguranga), vocé
encontrara o "Endpoint" (um nome DNS longo, por exemplo,

meu-banco-postgres-curso.abcdef12345.sa-east-1.rds.amazon
aws.com) e a "Port" (Porta, ex: 5432).

Configure o Security Group: Certifique-se de que o Security Group
associado a sua instancia RDS permita trafego de entrada na porta do banco
de dados (5432 para PostgreSQL) a partir do enderecgo IP da sua maquina
local (se vocé estiver se conectando diretamente) ou do Security Group das
suas instancias EC2 (se suas aplicagbes em EC2 forem se conectar).
Use um Cliente SQL: Utilize uma ferramenta cliente SQL compativel com
PostgreSQL, como:
o pgAdmin: Uma ferramenta grafica popular para PostgreSQL.
o DBeaver: Um cliente de banco de dados universal que suporta muitos
bancos, incluindo PostgreSQL.
o psql: O utilitério de linha de comando para PostgreSQL. Ao configurar
a conexao no seu cliente, vocé fornecera o endpoint como host, a
porta, o nome do banco de dados (geralmente 0 mesmo que vocé
definiu como "DB name" ou um padr&o como postgres), o nome do

usuario mestre e a senha mestre.



Exemplo pratico: Apos sua instancia RDS PostgreSQL
meu-banco-postgres-curso estar disponivel, vocé copia seu endpoint e porta.
No pgAdmin, vocé cria uma nova conexao de servidor, inserindo o endpoint no
campo "Host name/address", a porta 5432, o usuario mestre adminpostgres e a
senha que vocé definiu. Se o Security Group estiver configurado corretamente para
permitir acesso do seu IP, a conexao sera estabelecida, e vocé podera comecar a

criar tabelas e executar consultas SQL.

O Amazon RDS simplifica enormemente a complexidade de gerenciar bancos de
dados relacionais, permitindo que vocé se concentre mais na sua aplicagao e

menos na administracdo da infraestrutura do banco de dados.

Amazon DynamoDB: Escalabilidade massiva com um banco de dados

NoSQL chave-valor e de documento

Enquanto o Amazon RDS brilha no mundo dos bancos de dados relacionais, o
Amazon DynamoDB é a principal oferta da AWS para bancos de dados NoSQL,
especificamente um servigco de banco de dados chave-valor e de documento
totalmente gerenciado. Ele é projetado para oferecer desempenho rapido e
consistente (laténcia de milissegundos de um digito) em praticamente qualquer
escala, desde pequenas aplicagdes até empresas globais com milhdes de usuarios

e terabytes ou petabytes de dados.

O que é o DynamoDB? O DynamoDB se destaca por ser "serverless" no sentido
de que nao ha servidores para provisionar, gerenciar ou aplicar patches. A AWS
cuida de toda a infraestrutura subjacente, incluindo replicagdo de dados,
particionamento e escalabilidade. Vocé simplesmente cria tabelas, define sua

capacidade (ou usa o0 modo sob demanda) e comega a usar o servigo.

Modelo de Dados do DynamoDB: O DynamoDB tem um modelo de dados flexivel,

diferente do esquema rigido dos bancos relacionais.

1. Tabelas (Tables): Sdo os contéineres de nivel superior para seus dados,
analogos as tabelas em bancos relacionais, mas sem um esquema de

colunas fixo.



2. Itens (Items): Correspondem a linhas ou registros em uma tabela relacional.
Cada item é uma colegao de atributos. Nao ha limite para o numero de itens
que vocé pode armazenar em uma tabela.

3. Atributos (Attributes): Sdo os blocos de construgcao fundamentais dos
dados, equivalentes a colunas ou campos. Cada atributo tem um nome e um
valor. Diferentemente dos bancos relacionais, cada item em uma tabela
DynamoDB pode ter um conjunto diferente de atributos (exceto pela chave
primaria, que deve estar presente em todos os itens). Isso oferece grande
flexibilidade de esquema. O tamanho maximo de um item (incluindo todos os
seus atributos) é de 400 KB.

4. Chave Primaria (Primary Key): Todo item em uma tabela DynamoDB deve
ter uma chave primaria que o identifique unicamente. O DynamoDB suporta
dois tipos de chaves primarias:

o Chave de Particao Simples (Simple Primary Key / Partition Key /
Hash Key): Consiste em um unico atributo. O DynamoDB usa o valor
da chave de particdo como entrada para uma fung¢ao de hash interna,
que determina a particao (um local de armazenamento fisico dentro do
DynamoDB, gerenciado pela AWS) onde o item sera armazenado.
Para acesso eficiente, vocé deve conhecer o valor da chave de
particdo. Exemplo: Em uma tabela Usuarios, o UserID poderia ser a
chave de patrtigéo.

o Chave Primaria Composta (Composite Primary Key / Partition Key
and Sort Key / Hash and Range Key): Consiste em dois atributos. O
primeiro atributo é a chave de parti¢cdo, e o segundo € a chave de
classificagao (sort key ou range key). Todos os itens com a mesma
chave de particdo sdo armazenados juntos, ordenados fisicamente
pela chave de classificacéo. Isso permite consultas mais ricas, como
"todos os pedidos feitos por um cliente especifico (chave de partigdo),
ordenados pela data do pedido (chave de classificagao)". Exemplo: Em

uma tabela Pedidos, ClienteID poderia ser a chave de particao e

DataPedidoTimestamp a chave de classificagdo.

5. Tipos de Dados Suportados: O DynamoDB suporta um rico conjunto de

tipos de dados para os atributos, incluindo:



o Escalares: String, Number, Binary, Boolean, Null.

o Documentos: List (lista ordenada de valores), Map (cole¢do n&o
ordenada de pares nome-valor, como um objeto JSON).

o Conjuntos: String Set, Number Set, Binary Set (cole¢des nao

ordenadas de valores unicos).
Principais Beneficios e Funcionalidades do DynamoDB:

e Totalmente Gerenciado (Serverless): Nenhuma infraestrutura para
gerenciar. A AWS lida com provisionamento de hardware, configuracgéo,
replicagdo, patching de software e escalabilidade do cluster.

e Escalabilidade Automatica e Elastica: As tabelas DynamoDB podem
escalar para cima ou para baixo automaticamente para acomodar as cargas
de trabalho da sua aplicagao. Vocé pode escolher entre dois modos de
gerenciamento de capacidade:

o Modo On-Demand (Sob Demanda): O DynamoDB adapta
automaticamente a capacidade de leitura e escrita para lidar com o
trafego da sua aplicagao, e vocé paga apenas pelas unidades de
leitura/escrita que realmente consome. Ideal para cargas de trabalho
novas, imprevisiveis ou esporadicas.

o Modo Provisionado (Provisioned Capacity): Vocé especifica o
numero de unidades de capacidade de leitura (Read Capacity Units -
RCUs) e unidades de capacidade de escrita (Write Capacity Units -
WCUs) por segundo que sua aplicagao requer. ldeal para cargas de
trabalho com trafego previsivel, onde vocé pode otimizar custos
provisionando a capacidade necessaria. O Auto Scaling pode ser
usado com o modo provisionado para ajustar a capacidade
dinamicamente.

e Alta Disponibilidade e Durabilidade: Os dados em uma tabela DynamoDB
sao replicados automaticamente em trés Zonas de Disponibilidade (AZs)
dentro de uma Regido da AWS, fornecendo alta disponibilidade e

durabilidade intrinsecas.



e Desempenho Consistente de Baixa Laténcia: O DynamoDB é projetado
para fornecer laténcia de milissegundos de um digito para leituras e escritas
em qualquer escala.

e Seguranga:

o Criptografia em repouso usando chaves gerenciadas pelo AWS Key
Management Service (KMS) é habilitada por padréo para todas as
tabelas DynamoDB.

o Controle de acesso granular usando politicas do AWS Identity and
Access Management (IAM), permitindo definir quem pode acessar
quais tabelas, itens e até mesmo atributos.

o Comunicagédo com o servigco DynamoDB é feita via HTTPS.

e Modelos de Consisténcia de Leitura:

o Leituras Eventualmente Consistentes (Eventually Consistent
Reads): E o padrdo. Quando vocé |& dados, os resultados podem nao
refletir os resultados de uma escrita concluida recentemente
(geralmente, a propagacgao € muito rapida, em menos de um
segundo). Oferece a maior taxa de transferéncia de leitura e menor
laténcia. E metade do custo de uma leitura fortemente consistente.

o Leituras Fortemente Consistentes (Strongly Consistent Reads):
Garante que a operacgao de leitura retorne a versdo mais atualizada de
um item ap6s uma escrita bem-sucedida. Pode ter maior laténcia e
menor taxa de transferéncia do que leituras eventualmente
consistentes.

¢ indices Secundarios (Secondary Indexes): Permitem consultar dados na
tabela usando atributos diferentes da chave primaria, oferecendo flexibilidade
adicional nas consultas.

o Indices Secundarios Locais (Local Secondary Indexes - LSls):
Usam a mesma chave de particao da tabela base, mas uma chave de
classificagao diferente. Eles compartilham a capacidade provisionada
da tabela base e devem ser criados no momento da criagao da tabela.
Fornecem uma visédo ordenada diferente dos dados dentro de cada
particio.

o Indices Secundarios Globais (Global Secondary Indexes - GSls):

Podem ter uma chave de particao e (opcionalmente) uma chave de



classificagao que sao diferentes daquelas da tabela base. Eles tém
sua propria capacidade provisionada (ou usam o modo sob demanda)
e podem ser criados ou excluidos a qualquer momento. GSls sdo
poderosos para suportar diversos padrdes de consulta em seus dados.

e DynamoDB Streams: Captura uma sequéncia ordenada de modificagbes em
nivel de item (eventos de criagdo, atualizagdo, exclusdo) em uma tabela
DynamoDB. Esses fluxos de eventos podem ser consumidos por outras
aplicagdes ou servigos da AWS (como AWS Lambda) para processamento
em tempo real, como replicagdo de dados, acionamento de notificagdes,
agregacéao de dados, etc.

e Time To Live (TTL): Permite definir um atributo especifico em seus itens que
contém um timestamp de expiragdo. O DynamoDB excluira automaticamente
os itens expirados sem consumir capacidade de escrita, 0 que € util para
gerenciar dados que tém um ciclo de vida limitado (como logs de sesséo,
dados de sensores recentes).

e Backups:

o Backup Sob Demanda (On-Demand Backup): Permite criar backups
completos de suas tabelas a qualquer momento.

o Recuperagao Point-In-Time (Point-In-Time Recovery - PITR):
Quando habilitado, o PITR fornece backups continuos dos dados da
sua tabela, permitindo que vocé restaure a tabela para qualquer ponto
no tempo durante os ultimos 35 dias, com precisdo de segundos.

e DynamoDB Accelerator (DAX): Um servigo de cache em memoria
totalmente gerenciado, altamente disponivel e especifico para o DynamoDB.
O DAX fica na frente das suas tabelas DynamoDB e pode reduzir a laténcia
de leitura de milissegundos para microssegundos para cargas de trabalho
com uso intensivo de leitura, armazenando em cache os itens mais

acessados.
Criando uma Tabela no DynamoDB (Passo a Passo Simplificado):

1. Acesse o Console do DynamoDB: No Console AWS, procure por
"DynamoDB" e selecione o servigo.

2. Cliqgue em "Create table" (Criar tabela) no painel do DynamoDB.



3. Table name (Nome da tabela): Insira um nome para sua tabela, por
exemplo, ProdutosCurso.
4. Primary key (Chave primaria):

o Partition key (Chave de particao): Digite 0o nome do atributo para a
chave de particao, por exemplo, ProdutoID. Selecione o tipo de
dados (String, Number ou Binary). Vamos usar String.

o (Opcional) Add sort key (Adicionar chave de classificagao):
Marque esta caixa se quiser uma chave primaria composta. Por
exemplo, se quiséssemos armazenar diferentes versdes ou
localizagbes de um produto, poderiamos adicionar uma chave de
classificagdo como Versao (Number) ou Localizacao (String). Para
este exemplo simples, vamos usar apenas uma chave de particao.

5. Table settings (Configuragdes da tabela):

o Vocé pode manter "Default settings" (Configuragdes padrao), que
geralmente provisiona a tabela no modo de capacidade On-Demand.
Isso é étimo para comecar, pois vocé paga apenas pelas leituras e
escritas que realiza.

o Se vocé clicar em "Customize settings" (Personalizar configuragdes),
podera escolher o modo de capacidade "Provisioned" e especificar
RCUs e WCUs, além de configurar indices Secundarios, criptografia
(embora a criptografia com chave da AWS seja padrao), e tags. Por
enquanto, o padrdao On-Demand é suficiente.

6. Cliqgue em "Create table". A tabela sera criada em segundos ou minutos.
7. Explorando a Tabela:

o ApOs a criagao, selecione sua tabela na lista.

o Clique na aba "Explore table items" (Explorar itens da tabela) ou
"ltems" (Itens).

o Clique em "Create item" (Criar item).

o Adicione atributos:

m ProdutoID (String): SKU123
m Clique em "Add new attribute" (Adicionar novo atributo) ->

String. Nome: NomeProduto, Valor: Caneta Azul.



m Clique em "Add new attribute" -> Number. Nome: Preco, Valor:
2.50.

m Clique em "Add new attribute" -> String. Nome: Categoria,
Valor: MaterialEscritorio.

o Clique em "Create item". Vocé vera seu primeiro item na tabela.
o Vocé pode adicionar mais itens, cada um podendo ter atributos

diferentes (além do ProdutoID).

Exemplo pratico de modelagem: Imagine uma tabela para armazenar informacdes

de jogadores em um jogo online.

e Tabela: Jogadores

e Chave Primaria Simples: JogadorID (String) - Chave de Parti¢ao.

e Atributos de exemplo para um item: JogadorID: "user123",
Apelido: "NinjaGamer", PontuacaoMaxima: 15000, Nivel: 25,
ItensInventario: ["EspadaMagica", "PocaoVida"] (List),
UltimolLogin: "2025-06-04T10:00:00Z" (String). Outro jogador

poderia ter um atributo Guilda: "DragdesVermelhos" que o primeiro ndo

tem, ilustrando a flexibilidade do esquema.

O DynamoDB é uma escolha poderosa para aplicagdes que exigem alta
escalabilidade, baixa laténcia e flexibilidade de esquema, tornando-o ideal para
casos de uso como aplicagdes web e moveis, jogos, |0T, publicidade digital e muito

mais.

RDS vs. DynamoDB na pratica: Cenarios de escolha e decisao

A escolha entre Amazon RDS (Relacional) e Amazon DynamoDB (NoSQL) é uma
das decisdes arquiteturais mais importantes ao construir aplicacdes na AWS. Nao
se trata de um ser inerentemente superior ao outro, mas sim de qual se adapta
melhor aos requisitos especificos da sua carga de trabalho. Vamos analisar os

principais fatores que influenciam essa decisao.

1. Estrutura dos Dados e Relacionamentos:



e Amazon RDS (SQL):

o ldeal para: Dados altamente estruturados, onde os esquemas séo
bem definidos e ndo mudam com frequéncia. A principal forca € a
capacidade de definir e impor relacionamentos complexos entre
diferentes entidades (tabelas) usando chaves primarias e estrangeiras,
garantindo a integridade referencial.

o Exemplo: Em um sistema de gerenciamento de uma biblioteca, vocé
teria tabelas para Livros, Autores, Membros e Emprestimos. Um
Emprestimo se relaciona a um Livro especifico e a um Membro
especifico. O RDS garante que vocé ndo possa registrar um
empréstimo para um livro ou membro que nao exista. A SQL permite
consultas como "Quais membros pegaram emprestado livros de um
autor especifico nos ultimos 30 dias?".

e Amazon DynamoDB (NoSQL):

o ldeal para: Dados com esquemas flexiveis que podem evoluir
rapidamente, ou para dados que ndo possuem relacionamentos
complexos que exigiriam multiplos JOINs em um banco relacional.

Cada item em uma tabela DynamoDB pode ter seu proprio conjunto de
atributos. A modelagem de dados no DynamoDB frequentemente
envolve a desnormalizagao (duplicagao de alguns dados) para otimizar
0s padroes de acesso de leitura.

o Exemplo: Um catalogo de produtos de um e-commerce onde
diferentes tipos de produtos tém atributos muito diferentes (um livro
tem ISBN e numero de paginas, uma camiseta tem tamanho e cor, um
eletrbnico tem voltagem e garantia). Armazenar tudo isso em uma
unica tabela relacional com muitas colunas nulas seria ineficiente. No
DynamoDB, cada item de produto pode ter apenas os atributos

relevantes para ele.
2. Escalabilidade:

e Amazon RDS:
o Escalabilidade Vertical (Scaling Up): Relativamente facil,
aumentando o tamanho da instancia DB (CPU/RAM).



o Escalabilidade de Leitura: Bem suportada através de Réplicas de
Leitura (Read Replicas).

o Escalabilidade de Escrita: Pode ser um gargalo para cargas de
trabalho com escritas extremamente intensas. Solugbes como
sharding (particionamento manual da base de dados em multiplos
servidores) sdo possiveis, mas adicionam complexidade significativa
de aplicagdo e gerenciamento. O Amazon Aurora oferece algumas
melhorias aqui, mas a escalabilidade horizontal de escrita massiva é
inerentemente mais desafiadora para bancos relacionais tradicionais.

e Amazon DynamoDB:

o Escalabilidade Horizontal Massiva: Projetado desde o inicio para
escalar horizontalmente de forma quase ilimitada, tanto para leituras
quanto para escritas. No modo On-Demand, a escalabilidade é
gerenciada automaticamente pela AWS. No modo Provisionado, vocé
pode escalar a capacidade de leitura e escrita (RCUs/WCUs)
conforme necessario, € 0 DynamoDB particiona os dados
automaticamente entre multiplos servidores.

o Exemplo: Uma aplicagdo de midia social que precisa lidar com
milhdes de posts, curtidas e comentarios por segundo se beneficiaria
imensamente da capacidade de escalabilidade de escrita do

DynamoDB.
3. Padroes de Acesso e Consultas:

e Amazon RDS:

o Alinguagem SQL oferece extrema flexibilidade para consultas ad-hoc,
JOINs complexos entre multiplas tabelas, agregacdes e filtragem
sofisticada. Se vocé tem muitos padrbes de consulta diferentes ou se
eles nao sao conhecidos antecipadamente, o RDS é geralmente mais
facil de trabalhar.

e Amazon DynamoDB:

o As consultas sdo mais eficientes quando baseadas na chave primaria

(chave de particao ou combinacao de chave de particdo e chave de

classificagdo). Para consultar dados com base em atributos que ndo



fazem parte da chave primaria, vocé precisa usar indices Secundarios
Globais (GSls) ou indices Secundarios Locais (LSls). Consultas que
varrem toda a tabela (Scans) sdo possiveis, mas devem ser evitadas
em tabelas grandes, pois sao lentas e consomem muita capacidade de
leitura. O design da sua tabela e dos seus indices no DynamoDB é
crucial e deve ser feito pensando nos padrdes de acesso especificos
da sua aplicacao.

Exemplo: Se vocé precisa buscar um usuario por UserID, uma

sessdo por SessionID, ou todos os comentarios de um post
especifico ordenados por data, e esses sdo seus principais padrdes de
acesso, o DynamoDB pode ser extremamente rapido se a tabela e os

indices forem modelados corretamente.

4. Consisténcia dos Dados:

e Amazon RDS: Oferece forte consisténcia por padrao, aderindo as

propriedades ACID. Cada transacéao é garantidamente atémica, consistente,

isolada e duravel. Isso é critico para muitas aplicagdes, especialmente as

financeiras.

e Amazon DynamoDB:

5. Custo:

o Leituras Eventualmente Consistentes (Padrao): Mais rapidas e

usam metade das RCUs. Os dados se propagam para todas as copias
em (geralmente) menos de um segundo. Suficiente para muitos casos
de uso (por exemplo, exibir o numero de curtidas em um post).
Leituras Fortemente Consistentes (Opcional): Garantem que vocé
sempre leia o ultimo valor escrito com sucesso. Tém maior laténcia e
consomem mais RCUs.

O DynamoDB suporta transagdes ACID para multiplas operagdes em
um ou mais itens dentro de uma ou mais tabelas na mesma conta e
Regiao, mas o escopo e a natureza dessas transacgdes sao diferentes

das transagdes globais em bancos SQL.



e Amazon RDS: Os custos sao baseados principalmente no tipo e tamanho da
instancia DB (horas de execugao), quantidade de armazenamento EBS
provisionado, transferéncia de dados e, para alguns motores, custos de
licenga. Implantagdes Multi-AZ e Réplicas de Leitura adicionam ao custo.

e Amazon DynamoDB: Os custos sdo baseados no armazenamento de dados
consumido, na capacidade de leitura e escrita (seja no modo Provisionado -
RCUs/WCUs, ou no modo On-Demand - unidades de requisicao de
leitura/escrita), e em recursos adicionais como DynamoDB Streams, backups
e transferéncia de dados. O modo On-Demand pode ser muito econémico
para cargas de trabalho com trafego baixo ou imprevisivel, pois vocé paga
apenas pelo que usa. Em grande escala, com padrdes de acesso bem

otimizados, o DynamoDB pode ser mais custo-efetivo.
6. Administragcao e Gerenciamento:

e Amazon RDS: E um servico gerenciado, mas vocé ainda é responsavel por
escolher o motor do banco de dados, o tamanho da instancia, configurar
alguns parametros do banco, e planejar janelas de manutengao para patches
de versdes secundarias.

e Amazon DynamoDB: E um servico totalmente gerenciado (serverless). N&o
ha servidores para gerenciar, nem sistemas operacionais ou software de
banco de dados para aplicar patches. A AWS cuida de toda a infraestrutura e

manutengao.
Cenarios Hibridos (Usando RDS e DynamoDB Juntos):

Muitas aplicagdes complexas néo se limitam a um unico tipo de banco de dados.
Elas adotam uma abordagem de "persisténcia poliglota", usando a ferramenta certa

para o trabalho certo.

e Exemplo Pratico: Uma Plataforma de E-commerce Completa:
o Amazon RDS (por exemplo, Aurora PostgreSQL ou MySQL):
m Gerenciamento de Catalogo de Produtos: Se os produtos
tém muitos atributos fixos, relacionamentos complexos com
fornecedores, categorias, e se consultas analiticas complexas

Sa0 necessarias.



Gerenciamento de Pedidos e Transag¢o6es: Onde a
consisténcia ACID é absolutamente critica para registrar
pedidos, processar pagamentos, atualizar o inventario de forma
transacional.

Dados de Clientes: Informagdes de perfil do cliente, histérico
de compras, enderecos — dados que se beneficiam de um

esquema estruturado e relacionamentos.

o Amazon DynamoDB:

Carrinho de Compras: Requer leituras e escritas de alta
velocidade e pode tolerar consisténcia eventual. A flexibilidade
do esquema é util, pois o conteudo do carrinho varia.
Sessoes de Usuario: Armazenar dados de sessao para
usuarios logados, com acesso rapido por ID de sessao. TTL
pode ser usado para expirar sessdes antigas.

Histérico de Navegacao e Logs de Atividade: Grandes
volumes de dados de eventos que precisam ser ingeridos
rapidamente.

Recomendagodes de Produtos Personalizadas: Armazenar e
recuperar rapidamente dados de preferéncia do usuario ou
recomendacdes geradas.

Gerenciamento de Inventario em Tempo Real (para itens
muito populares): Se as atualizagdes de estoque sao
extremamente frequentes e precisam ser de baixa laténcia, o

DynamoDB pode lidar com a alta taxa de escrita.

Tabela Resumo de Decisao:

Fator Principal

Estrutura dos

Dados

Escolha Provavel: Escolha Provavel: Amazon
Amazon RDS (SQL) DynamoDB (NoSQL)
Altamente relacional, Esquema flexivel, dados

esquema fixo, integridade semiestruturados/nao

referencial critica.



Escalabilidade de

Escrita

Padroes de

Consulta

Consisténcia

Administragcao

Volume/Velocidad

e dos Dados

Moderada a alta (com
esfor¢o/Aurora); pode ser

gargalo.

Consultas ad-hoc
complexas, JOINs

frequentes.

Forte (ACID) é um

requisito primario.

Desejo de usar um motor
SQL familiar, com
gerenciamento de

patches.

Moderado a alto, com

foco na consisténcia.

estruturados, poucos

relacionamentos.

Massiva, projetado para
escalabilidade horizontal de

escrita.

Padrbées de acesso bem
definidos, baseados em chave

primaria e indices.

Consisténcia eventual é
aceitavel para muitas

operacoes; forte opcional.

Preferéncia por uma solucao
serverless, com minimo de

administragao.

Muito alto volume e/ou alta

velocidade de ingestao/acesso.

A escolha entre RDS e DynamoDB n&o é mutuamente exclusiva. Avalie cada

componente da sua aplicagao e os dados associados a ele. Se uma parte da sua

aplicagao se encaixa melhor no modelo relacional e outra no modelo NoSQL, n&o

hesite em usar ambos os servigos, aproveitando o melhor de cada mundo.

Gerenciando seus dados: Backup, seguranga e monitoramento para

RDS e DynamoDB

Depois de escolher e implementar o Amazon RDS ou 0 Amazon DynamoDB (ou

ambos) para suas aplicagdes, o trabalho ndo termina. A gestao continua dos seus



dados, focando em backup e recuperagao, seguranga e monitoramento, é crucial

para garantir a integridade, disponibilidade e desempenho dos seus bancos de

dados. Felizmente, a AWS fornece ferramentas robustas para auxiliar nessas

tarefas.

Backup e Restauragao:

A capacidade de fazer backup dos seus dados e restaura-los em caso de falha,

corrupgao ou erro humano é fundamental.

e Amazon RDS:
o Backups Automatizados:

O RDS realiza backups diarios automaticos da sua instancia DB
durante uma janela de backup que vocé pode configurar.

Esses backups incluem um snapshot completo do
armazenamento da sua instancia DB e também capturam logs
de transacgao (para a maioria dos motores, como PostgreSQL,
MySQL, MariaDB, Oracle, SQL Server).

O periodo de retengao para backups automatizados é
configuravel, geralmente de 1 a 35 dias.

Recuperagao Point-In-Time (PITR): Gragas aos backups
automaticos e aos logs de transagéo, o RDS permite que vocé
restaure sua instancia DB para qualquer segundo especifico
dentro do seu periodo de retengcédo de backup. Por exemplo, se
vocé descobrir que um erro ocorreu as 10:05:30, vocé pode
restaurar o banco de dados para o estado em que estava as
10:05:29.

A restauracdo de um backup (seja PITR ou de um snapshot)
sempre cria uma nova instancia DB com um novo endpoint.
Vocé precisara atualizar sua aplicacdo para apontar para 0 novo

endpoint.

o Snapshots Manuais (DB Snapshots):

Vocé pode criar snapshots manuais da sua instancia DB a

qualguer momento.



m Esses snapshots sdo armazenados no Amazon S3 e séo
retidos até que vocé os exclua explicitamente, mesmo que vocé
exclua a insténcia DB original.

m S&o0 uteis para arquivamento de longo prazo, para criar copias
do banco de dados para desenvolvimento/teste, ou antes de
grandes alteracoes.

e Amazon DynamoDB:
o Backup Sob Demanda (On-Demand Backup):

m Vocé pode criar backups completos de suas tabelas DynamoDB
a qualquer momento com um unico clique no console ou via
API.

m O processo de backup nao afeta o desempenho ou a
disponibilidade da sua tabela.

m Os backups sdo armazenados e retidos até que vocé os exclua.

o Recuperagao Point-In-Time (Point-In-Time Recovery - PITR):

m Quando habilitado para uma tabela DynamoDB, o PITR fornece
backups continuos dos dados da sua tabela, protegendo contra
exclusées ou modificagdes acidentais.

m Permite restaurar essa tabela para qualquer ponto no tempo
durante os ultimos 35 dias, com preciséo de segundos.

m Assim como no RDS, a restauracdo de um backup do

DynamoDB (seja sob demanda ou PITR) cria uma nova tabela.
Seguranga:

Proteger seus dados contra acesso néo autorizado e garantir a conformidade séo

responsabilidades criticas.

e Amazon RDS:
o Nivel de Rede:
m VPC: Execute suas instadncias RDS dentro de uma Amazon
VPC.
m Sub-redes Privadas: E uma pratica altamente recomendada
colocar suas instancias RDS em sub-redes privadas, que nao

tém uma rota direta para a internet. Suas aplicagées (rodando



em instancias EC2 em sub-redes publicas ou privadas com
acesso controlado) se conectariam a instédncia RDS usando seu
endpoint privado.

m Security Groups: Atuam como um firewall no nivel da instancia
DB. Configure as regras de entrada para permitir acesso
apenas na porta do banco de dados (ex: 3306 para MySQL,
5432 para PostgreSQL) e apenas a partir de fontes confiaveis
(como o Security Group das suas instancias EC2 de aplicagao).

o Criptografia:

m Em Repouso: Habilite a criptografia para seus dados
armazenados, backups, réplicas de leitura e snapshots usando
chaves gerenciadas pelo AWS Key Management Service
(KMS).

m Em Transito: Use conexdes SSL/TLS para criptografar os
dados enquanto eles viajam entre sua aplicagéo e a instancia
DB. O RDS provisiona um certificado SSL para a instancia DB.

o Autenticacao e Autorizagao:

m Use senhas fortes para o usuario mestre e para outros usuarios
do banco de dados.

m Autenticagao de Banco de Dados do IAM (IAM Database
Authentication): Para MySQL e PostgreSQL, vocé pode usar
usuarios e roles do 1AM para autenticar no seu banco de dados
em vez de senhas. Isso centraliza o gerenciamento de
credenciais e aproveita as politicas do IAM.

m Utilize as permissdes nativas do motor de banco de dados
(GRANT, REVOKE) para controlar o que cada usuario do banco
de dados pode fazer.

e Amazon DynamoDB:
o Nivel de Servigo (IAM):

m O controle de acesso ao DynamoDB é primariamente
gerenciado através de politicas do AWS Identity and Access
Management (IAM).

m Vocé pode criar politicas do IAM que especificam quais

usuarios, roles ou servicos podem realizar quais agdes (como



dynamodb :GetItem, dynamodb :PutItem,

dynamodb :CreateTable) em quais tabelas, itens e até

mesmo atributos especificos (Fine-Grained Access Control).

m Siga o principio do menor privilégio.

o Criptografia:

m Em Repouso: Todos os dados do usuario armazenados no

DynamoDB sao criptografados em repouso usando chaves de
criptografia armazenadas no AWS KMS. Esta criptografia é
habilitada por padrao e nao ha custo adicional. Vocé pode
escolher entre uma chave pertencente a AWS, uma chave
gerenciada pela AWS no KMS (aws/dynamodb) ou uma chave
gerenciada pelo cliente (CMK) no KMS.

Em Transito: As conexdes com o servigo DynamoDB sao feitas

usando HTTPS, que criptografa os dados em transito.

o VPC Endpoints para DynamoDB: Para permitir que recursos dentro

da sua VPC (como instancias EC2) acessem o DynamoDB sem que o

trafego precise passar pela internet publica, use um VPC Gateway

Endpoint para DynamoDB. Isso mantém o trafego dentro da rede da

AWS, melhorando a seguranca.

Monitoramento:

Monitorar o desempenho e a saude dos seus bancos de dados € essencial para

identificar problemas, otimizar custos e garantir uma boa experiéncia do usuario.

e Amazon RDS:

o Amazon CloudWatch Metrics: O RDS publica automaticamente uma

variedade de métricas de desempenho para o CloudWatch, incluindo:

CPUUtilization, FreeableMemory, FreeStorageSpace,
DBConnections.

ReadIOPS, WriteIOPS, ReadLatency, WritelLatency,
DiskQueueDepth.



m Replicalag (para Réplicas de Leitura). Vocé pode visualizar
essas métricas no console do RDS ou do CloudWatch e criar
alarmes com base nelas.

o Amazon RDS Performance Insights: Uma ferramenta de ajuste de
desempenho de banco de dados que facilita a visualizagdo da carga
do seu banco de dados e a identificagdo das consultas SQL, hosts ou
usuarios que estdo consumindo mais tempo de banco de dados. E
muito util para diagnosticar gargalos de desempenho.

o Logs do Motor de Banco de Dados: VVocé pode configurar sua
instancia RDS para publicar logs de erro, logs gerais, logs lentos (slow
query logs) e logs de auditoria para o Amazon CloudWatch Logs para
analise e retencao.

o Eventos RDS (RDS Events): O RDS gera eventos para varias
ocorréncias, como criagao de instancia, failover, backup concluido, etc.
Vocé pode se inscrever nesses eventos usando o Amazon
EventBridge (anteriormente CloudWatch Events) ou SNS para receber
notificacdes ou acionar automacoes.

e Amazon DynamoDB:

o Amazon CloudWatch Metrics: O DynamoDB também se integra
profundamente com o CloudWatch, fornecendo métricas como:

m ConsumedReadCapacityUnits,
ConsumedWriteCapacityUnits (para capacidade
consumida).

m ProvisionedReadCapacityUnits,
ProvisionedWriteCapacityUnits (para capacidade
provisionada).

m ThrottledRequests (requisicbes que excederam a
capacidade provisionada e foram rejeitadas).

m SuccessfulRequestlLatency (laténcia para requisi¢cdes

bem-sucedidas).



m SystemErrors, UserErrors. Vocé pode criar alarmes com
base nessas métricas, por exemplo, para ser notificado sobre
eventos de throttling ou alta laténcia.

o Amazon DynamoDB Contributor Insights: Ajuda a identificar os
itens e chaves de particdo mais acessados ou que estao causando
mais throttling em uma tabela ou indice secundario global. Util para
encontrar "hot keys" (chaves quentes) que podem estar
desbalanceando a carga.

o AWS CloudTrail Logs: Todas as chamadas de API para o servigo

DynamoDB (plano de controle, como CreateTable, e plano de

dados, como PutItem, GetItem, se habilitado para eventos de
dados) sao registradas no CloudTrail para auditoria e analise de
seguranga.

o DynamoDB Streams (para monitoramento de alteragées de
dados): Embora ndo seja uma ferramenta de monitoramento de
desempenho no sentido tradicional, o Streams permite que vocé reaja
a alteragdes nos seus dados em tempo real, o que pode ser usado
para propositos de auditoria ou para acionar alertas sobre padrdes de

dados especificos.

Ao implementar estratégias robustas de backup, aplicar as melhores praticas de
seguranga e monitorar ativamente o desempenho e a saude dos seus bancos de
dados RDS e DynamoDB, vocé garante que seus dados estejam protegidos,

disponiveis e que suas aplicagdes funcionem de maneira otimizada na nuvem AWS.

Seguranca na nuvem AWS: Fundamentos essenciais e

boas praticas compartilhadas

O modelo de responsabilidade compartilhada: Entendendo seu papel e o
da AWS



Ao embarcarmos na jornada de seguranca na nuvem AWS, o conceito mais
fundamental e crucial para internalizar € o Modelo de Responsabilidade
Compartilhada (Shared Responsibility Model). Este modelo define claramente
quais aspectos da segurancga sao de responsabilidade da Amazon Web Services
(AWS) e quais sao de sua responsabilidade, como cliente. Compreender essa
divisao € o alicerce para construir uma arquitetura segura e protegida na nuvem.
Muitas falhas de segurang¢a na nuvem ocorrem nao por falhas da plataforma em si,

mas por um mal-entendido ou negligéncia das responsabilidades do cliente.
Responsabilidades da AWS: "Seguranca DA Nuvem"

A AWS é responsavel por proteger a infraestrutura global que executa todos os
servigos oferecidos na nuvem AWS. Isso significa que a AWS gerencia e controla os
componentes desde o nivel do host fisico e da camada de virtualizagéo até a
seguranca fisica das instalagées onde os servigos operam. Pense nisso como a
fundacéo e as paredes da casa que a AWS constréi e mantém segura para vocé. As

responsabilidades da AWS incluem:

1. Infraestrutura Fisica Global:

o Data Centers: A seguranca fisica das instalagdes, incluindo controle
de acesso biométrico, vigilancia 24/7, redundéancia de energia e
refrigeracao, e protegédo contra desastres naturais. Vocé, como cliente,
nao precisa se preocupar com quem tem acesso fisico aos servidores
que hospedam seus dados.

o Hardware: Gerenciamento, manutengao e descarte seguro de todo o
hardware subjacente, como servidores, dispositivos de
armazenamento e equipamentos de rede.

o Rede Global: Protegao da infraestrutura de rede da AWS, incluindo
cabos, roteadores e switches que conectam as Regides, Zonas de
Disponibilidade e Pontos de Presencga.

2. Software de Virtualizagao (Hypervisor): A camada de software que permite
a criacao e o isolamento de maquinas virtuais (como instancias EC2) em um
hardware fisico compartilhado. A AWS garante a seguranga e o isolamento

dessa camada.



3. Servigos Gerenciados (Fundagao dos Servigos): Para servigos de
computacgdo, armazenamento, banco de dados e rede gerenciados pela
AWS, ela é responsavel pela seguranga da infraestrutura fundamental desses
Servicos.

o Por exemplo, para o Amazon S3 (armazenamento de objetos) ou o
Amazon DynamoDB (banco de dados NoSQL), a AWS gerencia a
infraestrutura subjacente, o sistema operacional da infraestrutura de
servico e a plataforma da aplicagcéo de servigo. O cliente, por sua vez,
€ responsavel por gerenciar seus dados dentro desses servigos e 0
acesso a eles.

o Para o Amazon RDS (servigo de banco de dados relacional), a AWS
gerencia o sistema operacional da instancia de banco de dados e o
software do motor do banco de dados (incluindo a aplicagao de

patches).

Essencialmente, a AWS garante que a "nuvem" em si seja segura, resiliente e
disponivel. Eles fornecem uma plataforma robusta sobre a qual vocé pode construir

suas aplicagdes com confianga.
Responsabilidades do Cliente: "Seguranga NA Nuvem"

Sua responsabilidade, como cliente, & garantir a seguranga de tudo o que vocé cria,
configura e armazena na nuvem AWS, bem como a seguranga do acesso aos seus
recursos. Pense nisso como mobiliar e proteger o interior da sua casa, trancar as
portas e janelas, e decidir quem tem as chaves. O nivel exato de responsabilidade
do cliente varia significativamente dependendo dos servigos da AWS que sao
selecionados, pois diferentes servicos oferecem diferentes niveis de abstracdo da

infraestrutura.
De modo geral, as responsabilidades do cliente incluem:

1. Dados do Cliente:
o Classificagao dos Dados: Identificar a sensibilidade dos seus dados
(publicos, internos, confidenciais, etc.) para aplicar os controles de

segurancga apropriados.



o Criptografia: Implementar mecanismos de criptografia para proteger

dados sensiveis tanto em repouso (armazenados no S3, EBS, RDS)
quanto em transito (usando TLS/SSL para comunicagdes de rede). A
AWS fornece ferramentas como o AWS Key Management Service
(KMS) para ajuda-lo com a criptografia.

Protecao e Gerenciamento do Ciclo de Vida dos Dados:
Implementar estratégias de backup, versionamento e politicas de

retencéo e exclusido de dados.

2. Gerenciamento de Identidade e Acesso (IAM - Identity and Access

Management):

o

Definir e gerenciar usuarios, grupos, roles e suas permissodes (politicas
do IAM).

Aplicar o principio do menor privilégio (conceder apenas as
permissdes minimas necessarias).

Proteger as credenciais da conta (especialmente as do usuario raiz) e
habilitar a Autenticagao Multifator (MFA).

3. Configuracao do Sistema Operacional, Rede e Firewall (especialmente

para servigos laaS como EC2):

o

Sistema Operacional (para EC2): Aplicar patches de seguranca,
instalar e configurar software de protecao (antivirus, HIDS), e realizar o
"hardening" do sistema.

Configuracao de Rede: Projetar sua VPC, sub-redes, tabelas de
rotas.

Firewalls: Configurar corretamente os Security Groups (firewalls no
nivel da instancia) e Network Access Control Lists (NACLs - firewalls

no nivel da sub-rede) para controlar o trafego de entrada e saida.

4. Segurancga da Aplicagao:

O

o

o

Proteger o cddigo da sua aplicagéo contra vulnerabilidades (OWASP
Top 10, etc.).
Gerenciar dependéncias de software e bibliotecas.

Implementar autenticagao e autorizagdo no nivel da aplicagao.

5. Conformidade e Governanga:

o

Garantir que o uso dos servigos da AWS esteja em conformidade com

as politicas internas da sua organizagao e com as regulamentacoes



externas aplicaveis ao seu setor e localizagao (LGPD, GDPR, HIPAA,
PCI DSS, etc.).

Variagoes do Modelo Conforme o Tipo de Servigo:

A linha de demarcagao da responsabilidade se move dependendo do tipo de servigo

de nuvem que vocé utiliza:

Infrastructure as a Service (laaS): Exemplo: Amazon EC2. Aqui, vocé tem o
maior nivel de controle e, consequentemente, a maior responsabilidade. A
AWS gerencia o hardware, a rede fisica, as instalagdes e o hypervisor. Vocé
é responsavel pelo sistema operacional convidado (incluindo patches e
seguranca), por todas as suas aplicagdes, dados, configuragédo de rede
(VPC, Security Groups, NACLs) e gerenciamento de identidade e acesso.

o Exemplo pratico: Se vocé langa uma instancia EC2 com Windows
Server, a AWS garante que o hardware subjacente e o hypervisor
sejam seguros. No entanto, vocé é responsavel por aplicar as
atualizagdes do Windows Update, instalar um antivirus, configurar o
firewall do Windows (além dos Security Groups) e proteger qualquer
aplicacao que vocé instale nessa instancia.

Platform as a Service (PaaS): Exemplos: Amazon RDS, AWS Elastic
Beanstalk. A AWS gerencia mais camadas da pilha, incluindo o sistema
operacional subjacente, o patching do motor do banco de dados (no caso do
RDS) ou da plataforma de aplicagcéo (no caso do Elastic Beanstalk). Vocé
ainda é responsavel pela seguranga dos seus dados, pelo gerenciamento do
acesso aos seus bancos de dados ou aplicagdes, pela configuragcéo de rede
(como Security Groups para o RDS) e pela seguranga do seu codigo de
aplicagao.

o Considere este cenario: Com o Amazon RDS, a AWS aplica patches
no motor do PostgreSQL. Vocé nao precisa se preocupar com o SO da
instancia RDS. No entanto, vocé ainda é responsavel por criar
usuarios de banco de dados com senhas fortes, definir permissdes
(GRANTSs) dentro do banco, configurar os Security Groups para
permitir acesso apenas de suas instancias de aplicacao e decidir se

vai criptografar os dados em repouso.



e Software as a Service (SaaS): Exemplos: Amazon WorkMail (e-mail
empresarial), Amazon Chime (comunicagdes). A AWS (ou o provedor SaaS)
gerencia praticamente toda a pilha, desde a infraestrutura até a aplicagao.
Sua responsabilidade se concentra principalmente em gerenciar seus dados
dentro da aplicagédo (como classificar e-mails no WorkMail) e gerenciar o
acesso dos usuarios a aplicagdo (como criar e gerenciar contas de usuario do
WorkMail).

Compreender o Modelo de Responsabilidade Compartilhada ndo é apenas um
exercicio tedrico; € a base sobre a qual todas as suas decisdes de seguranga na
AWS devem ser construidas. Saber onde termina a responsabilidade da AWS e
onde comega a sua € essencial para evitar lacunas de seguranga e para construir

um ambiente verdadeiramente seguro e resiliente na nuvem.

AWS ldentity and Access Management (IAM): O pilar central da

segurancga de acesso

O AWS Identity and Access Management (IAM) &, sem duvida, um dos servigos
mais criticos e fundamentais para a seguranca na nuvem AWS. Ele permite que
vocé gerencie de forma segura o acesso aos seus recursos da AWS, controlando
quem pode fazer o qué, em quais recursos e sob quais condigdes. Dominar os
conceitos e as melhores praticas do IAM é essencial para proteger sua conta e seus

dados contra acessos ndo autorizados.
Conceitos Fundamentais do IAM:

1. Usuarios (Users): Um usuario IAM é uma entidade que vocé cria na AWS
para representar uma pessoa ou uma aplicagéo que precisa interagir com os
servicos da AWS. Um usuario IAM tem credenciais de seguranga de longo
prazo:

o Nome de usuario e senha: Usados para acesso ao Console de
Gerenciamento da AWS.

o Chaves de Acesso (Access Key ID e Secret Access Key): Usadas
para acesso programatico via AWS Command Line Interface (CLI),

AWS SDKs ou chamadas diretas de API. E fundamental que cada



pessoa que precise de acesso a sua conta AWS tenha seu proprio

usuario IAM individual, em vez de compartilhar credenciais.

2. Grupos (Groups): Um grupo IAM é uma colecao de usuarios IAM. Em vez

de atribuir permissdes diretamente a cada usuario individual (o que pode se

tornar complexo de gerenciar), vocé pode criar grupos baseados em funcoes

ou responsabilidades (por exemplo, Desenvolvedores,

AdministradoresDeRede, Auditores) e anexar politicas de permisséo a

esses grupos. Quando um usuario é adicionado a um grupo, ele herda

automaticamente as permissdes concedidas ao grupo. Isso simplifica

enormemente o gerenciamento de permissoes.

3. Politicas (Policies): Sao documentos no formato JSON que definem

explicitamente as permissdes. Uma politica especifica:

o

o

Effect (Efeito): A11low (Permitir) ou Deny (Negar).

Action (Agao): Quais operacdes de servigco sdo permitidas ou
negadas (por exemplo, ec?2 :StartInstances, s3:GetObject,
iam:CreateUser).

Resource (Recurso): Em quais recursos da AWS a agao se aplica
(identificados por seu Amazon Resource Name - ARN, por exemplo,
um bucket S3 especifico, uma instancia EC2 especifica, ou * para
todos os recursos).

Condition (Condigao) (Opcional): Sob quais condigdes a politica é
valida (por exemplo, permitir acesso apenas de um determinado
intervalo de IPs, ou apenas se a autenticagdo multifator estiver ativa).
Existem diferentes tipos de politicas:

Politicas Gerenciadas pela AWS (AWS Managed Policies): Criadas
e gerenciadas pela AWS para casos de uso comuns (por exemplo,

AdministratorAccess, ReadOnlyAccess,
AmazonS3FullAccess). Sdo convenientes, mas podem conceder

mais permissdes do que 0 necessario.
Politicas Gerenciadas pelo Cliente (Customer Managed Policies):

Politicas que vocé cria e gerencia na sua propria conta. Oferecem



controle mais granular e podem ser reutilizadas, anexando-as a
multiplos usuarios, grupos e roles.

o Politicas Inline: Incorporadas diretamente a um unico usuario, grupo
ou role. Devem ser usadas com moderagao, pois nao sao reutilizaveis
e podem dificultar o gerenciamento de permissdes em escala.

4. Fungoes (Roles): Uma funcdo IAM é uma identidade com politicas de
permissao que definem o que ela pode e nido pode fazer na AWS.
Diferentemente de um usuario IAM, uma fung¢ao nio tem credenciais de
longo prazo (como senhas ou chaves de acesso) associadas a ela
permanentemente. Em vez disso, quando uma entidade (um usuario, uma
aplicagao ou um servico AWS) assume uma fungéo, ela recebe credenciais
de seguranga temporarias para aquela sessao.

o Casos de Uso Comuns para Roles:

m Permitir que aplicagdes rodando em instancias EC2
acessem outros servicos AWS: Por exemplo, uma aplicagéo
em uma instancia EC2 pode assumir uma role que Ihe concede
permissao para ler e escrever objetos em um bucket S3, sem a
necessidade de armazenar chaves de acesso na instancia.

m Permitir que fungcoes AWS Lambda acessem outros
servigos AWS.

m Permitir acesso entre contas (Cross-Account Access): Uma
conta pode conceder permissao para que usuarios ou roles de
outra conta assumam uma role na sua conta para realizar
tarefas especificas.

m Federacao de Identidade: Permitir que usuarios de um
provedor de identidade externo (como um Active Directory
corporativo via SAML 2.0, ou um provedor de identidade social
como Google ou Facebook via OpenID Connect) acessem

recursos da AWS assumindo uma role |IAM.
Melhores Praticas Essenciais do IAM:

Aplicar as melhores praticas do IAM é vital para uma postura de seguranga robusta.



NAO use o Usuario Raiz (Root User) para tarefas cotidianas: O usuario
raiz da sua conta AWS tem acesso irrestrito. Ele sé deve ser usado para
tarefas que exigem especificamente esse nivel de acesso (como fechar a
conta, alterar o plano de suporte, ou algumas configuragdes de faturamento
muito especificas). Para todas as outras atividades, crie usuarios IAM com as
permissdes necessarias.

Proteja Fortemente as Credenciais do Usuario Raiz: Ative a Autenticacao
Multifator (MFA) para o usuario raiz e guarde a senha e o dispositivo MFA em
locais extremamente seguros.

Aplique o Principio do Menor Privilégio (Least Privilege): Ao definir
permissdes, conceda apenas as permissdées minimas que um usuario, grupo
ou role precisa para realizar suas tarefas designadas, e nada mais. Evite usar

politicas muito permissivas como AdministratorAccess para usuarios ou
roles que nao precisam de acesso total. Crie politicas customizadas e
granulares.
o Exemplo pratico: Se um usuario precisa apenas visualizar métricas no
CloudWatch, conceda a ele a politica CloudWatchReadOnlyAccess,
e ndo CloudWatchFullAccess ou AdministratorAccess.

Use Roles para Aplicagoes e Servigos AWS: Sempre que possivel, use
roles do IAM para conceder permissodes a aplicagdes rodando em instancias
EC2, contéineres ECS/EKS, ou fungbes Lambda, em vez de incorporar
chaves de acesso de longo prazo no codigo ou nas configuragdes da
instancia. As roles fornecem credenciais temporarias que sao rotacionadas
automaticamente, o que € muito mais seguro.

Ative a Autenticacao Multifator (MFA) para Todos os Usuarios: Exija MFA
para todos os usuarios IAM, especialmente aqueles com permissdes
administrativas ou acesso a dados sensiveis. Isso adiciona uma camada
critica de seguranca.

Rotacione Credenciais Regularmente: Para chaves de acesso de usuarios
IAM (que ndo podem ser substituidas por roles), implemente uma politica de
rotagao regular (por exemplo, a cada 90 dias). O IAM pode ajuda-lo a rastrear

0 uso de chaves de acesso.



7. Use Politicas de Senha Fortes para Usuarios IAM: Configure uma politica
de senha no nivel da conta IAM para exigir que os usuarios criem senhas
complexas (comprimento minimo, combinagao de caracteres) e para forgar a
rotacdo de senhas periodicamente.

8. Revise Permissoes Regularmente: Periodicamente, revise as permissdes
concedidas a usuarios, grupos e roles para garantir que ainda sao
apropriadas e que o principio do menor privilégio esta sendo seguido.
Remova usuarios e credenciais nao utilizados.

o AWS IAM Access Analyzer: E uma ferramenta que ajuda a identificar
recursos na sua conta que sdo compartilhados com entidades
externas (como outras contas AWS, usuarios publicos, etc.),
analisando politicas baseadas em recursos (como politicas de bucket
S3 ou politicas de role IAM). Isso ajuda a identificar e remediar
acessos nao intencionais.

9. Organize Usuarios em Grupos: Use grupos IAM para gerenciar permissdes
para multiplos usuarios de forma eficiente. Atribua permissdes a grupos, e
entao adicione ou remova usuarios dos grupos conforme suas fungdes
mudam.

10.Use Nomes e Tags Descritivos: Dé nomes claros e descritivos para seus
usuarios, grupos, roles e politicas. Use tags para adicionar metadados e

ajudar na organizacao e auditoria.

Exemplo pratico de aplicagdo de melhores praticas: Imagine que vocé tem uma
equipe de trés desenvolvedores trabalhando em uma aplicagcéo que usa EC2, S3 e

DynamoDB.

1. Vocé nao compartilha o usuario raiz.

2. Vocé cria um grupo IAM chamado DesenvolvedoresAppX.

3. Vocé cria uma politica IAM gerenciada pelo cliente chamada
PoliticaDesenvolvedoresAppX que concede apenas as permissoes

necessarias:
o Permissbes para langar e gerenciar instancias EC2 com tags

especificas do projeto AppX.



o Permissobes para ler e escrever objetos apenas no bucket S3
appx-dados-producao e no bucket appx-artefatos-dev.

o Permissdes para ler e escrever itens apenas nas tabelas DynamoDB
AppX-Usuarios e AppX-Sessoes.

o Nenhuma permisséo para criar usuarios |IAM, alterar configuragdes de
VPC, ou acessar outros servigos nao relacionados.

4. Vocé anexa PoliticaDesenvolvedoresAppX ao grupo
DesenvolvedoresAppX.

5. Vocé cria usuarios IAM individuais para cada um dos trés desenvolvedores

(ex: dev-ana, dev-bruno, dev-carla).

6. Vocé adiciona esses trés usuarios ao grupo DesenvolvedoresAppX.

7. Vocé exige que cada um desses usuarios configure MFA em suas contas
IAM.

8. Para as instancias EC2 da aplicacdo AppX que precisam acessar o S3, vocé
cria uma IAM Role com uma politica que permite apenas as acdes S3

necessarias e anexa essa role as instancias.

Ao seguir essas praticas, vocé estabelece uma base sélida para o controle de
acesso na sua conta AWS, minimizando o risco de acessos n&o autorizados e
garantindo que as entidades tenham apenas as permissdes de que realmente
precisam. O IAM é complexo, mas investir tempo para entendé-lo e configura-lo
corretamente € um dos investimentos mais importantes que vocé pode fazer na

segurancga da sua nuvem.

Seguranc¢a de rede na VPC: Protegendo suas fronteiras virtuais

Depois de estabelecer um controle de acesso robusto com o IAM, a préxima
camada crucial de defesa na AWS ¢é a segurancga de rede, implementada
primariamente dentro da sua Amazon Virtual Private Cloud (VPC). Proteger suas
fronteiras virtuais envolve o uso estratégico de varios componentes da VPC para

controlar o fluxo de trafego e isolar seus recursos.

1. Security Groups (SGs): Firewalls no Nivel da Instancia (Stateful) Os

Security Groups sao talvez a ferramenta de seguranca de rede mais



fundamental e frequentemente utilizada na AWS. Eles atuam como um
firewall virtual para suas instancias EC2 (e outros recursos, como instancias
RDS ou interfaces de rede do Lambda), controlando o trafego de entrada e
saida no nivel da instancia.

o Stateful (Com Estado): Esta € uma caracteristica chave. Se vocé
permite trafego de entrada em uma porta especifica de uma
determinada origem, o trafego de resposta de saida correspondente &
automaticamente permitido, independentemente das regras de saida.
Da mesma forma, se uma instancia inicia uma conexao de saida, o
trafego de resposta de entrada é permitido. Isso simplifica a
configuragéo, pois vocé nao precisa criar regras espelhadas para o
trafego de resposta.

o Regras de Permissao (Allow Rules): Os Security Groups usam
apenas regras de "permissao". Por padrao, todo o trafego de entrada é
negado, e todo o trafego de saida é permitido. Vocé adiciona regras
para permitir explicitamente o trafego desejado. Nao ha regras de
"negacao” (deny rules).

o Escopo: Os Security Groups sédo associados a interfaces de rede
elasticas (ENIs). Uma insténcia EC2 pode ter uma ou mais ENls, e
cada ENI pode ter um ou mais Security Groups associados.

o Fontes e Destinos: As regras podem especificar origens (para trafego
de entrada) ou destinos (para trafego de saida) como enderegos IP,
blocos CIDR, ou — de forma muito util — outros Security Groups.
Referenciar outro Security Group como origem permite que instancias
associadas ao SG de origem se comuniquem com instancias
associadas ao SG atual na porta e protocolo especificados,
independentemente de seus IPs (o que é util em ambientes
dinamicos).

o Melhores Praticas para Security Groups:

m Principio do Menor Privilégio: Abra apenas as portas e
protocolos estritamente necessarios para que sua aplicacao

funcione. Por exemplo, para um servidor web, permita a entrada
nas portas 80 (HTTP) e 443 (HTTPS) da internet (0.6.0.0/0 e



: :/0), e a entrada na porta 22 (SSH) apenas de enderecos IP
de gerenciamento confiaveis.

m Nomes e Descrigoes Claras: Dé nomes descritivos aos seus
SGs (ex: sg-webapp-prod-access) e adicione descrigoes
claras para cada regra, explicando seu proposito.

m Grupos por Camada/Fun¢ao: Crie SGs diferentes para
diferentes camadas da sua aplicagao (web, aplicagao, banco de
dados) para um controle mais granular.

2. Network Access Control Lists (NACLs): Firewalls no Nivel da Sub-rede
(Stateless) As NACLs atuam como um firewall no nivel da sub-rede,
controlando o trafego de entrada e saida de uma ou mais sub-redes dentro
da sua VPC.

o Stateless (Sem Estado): Ao contrario dos Security Groups, as NACLs
séo stateless. Isso significa que as regras de entrada e saida séo
avaliadas independentemente. Se vocé permitir trafego de entrada em
uma porta, vocé também deve criar uma regra de saida explicita para
permitir o trafego de resposta.

o Regras Numeradas (Permitir e Negar): As NACLs usam regras
numeradas (de 1 a 32766, mais uma regra * padrao de negagao no
final). As regras sédo avaliadas em ordem, da menor para a maior. A
primeira regra que corresponder ao trafego é aplicada, seja ela uma

regra de ALLOW (permitir) ou DENY (negar).

o Escopo: Cada sub-rede em sua VPC deve ser associada a uma
NACL. Se néo for associada explicitamente, ela € associada a NACL
padrao da VPC.

o NACL Padrao: A NACL padrao permite todo o trafego de entrada e
saida.

o Melhores Praticas para NACLs:

m Use como Segunda Camada de Defesa: Geralmente, os
Security Groups fornecem controle suficiente e mais granular.
Use NACLs para regras de negacao mais amplas, como
bloquear explicitamente enderegos IP maliciosos conhecidos de

acessar qualquer recurso em uma sub-rede.



m Cuidado com Regras Stateless: Lembre-se de criar regras de
entrada e saida para o trafego de resposta. Por exemplo, se
vocé tem um servidor web na porta 80 (entrada) e precisa que
ele responda na internet, vocé precisara de uma regra de saida
que permita trafego para portas efémeras (1024-65535) para o
destino©.0.0.06/0.

m Mantenha a Simplicidade: Tente manter suas NACLs o mais
simples possivel, pois regras complexas podem ser dificeis de
gerenciar e depurar.

3. Diferengas Chave entre Security Groups e NACLs:
| Caracteristica | Security Group (SG) | Network ACL (NACL) | | :----------—-- |

| | Nivel | Instédncia (ENI) |
Sub-rede | | Estado | Stateful (trafego de resposta é permitido autom.) |
Stateless (regras de entrada/saida separadas para resposta) | | Regras |
Apenas ALLOW (Permitir) | ALLOW e DENY (Permitir e Negar) | | Avaliagao |

Todas as regras s&o avaliadas | Regras numeradas, avaliadas em ordem
(primeira correspondéncia) | | Padrao | Nega toda entrada, permite toda
saida | Permite toda entrada e toda saida (NACL Padrao) |

4. Importancia da Segmentaciao com Sub-redes Publicas e Privadas: Como
discutido no tépico sobre VPCs, criar sub-redes publicas (com rota para um
Internet Gateway) e sub-redes privadas (sem rota direta para a internet,
usando um NAT Gateway para acesso de saida) € uma pratica de seguranga
fundamental.

o Recursos que precisam ser diretamente acessiveis da internet (como
servidores web, balanceadores de carga publicos) sdo colocados em
sub-redes publicas.

o Recursos de backend (como servidores de aplicagéo, bancos de
dados, fungbes Lambda que acessam recursos na VPC) sdo
colocados em sub-redes privadas para protegé-los de exposigao
direta.

5. Gateways e seu Impacto na Segurancga:



o Internet Gateway (IGW): Necessario para permitir que instancias em
sub-redes publicas se comuniquem com a internet. A seguranga do
acesso € entdo controlada por SGs e NACLs.

o NAT Gateway: Permite que instancias em sub-redes privadas iniciem
conexodes de saida para a internet (para atualizagées, etc.), mas
impede que a internet inicie conexdes com essas instancias. Isso é
crucial para a seguranga de recursos de backend.

6. VPC Endpoints (Gateway e Interface/AWS PrivateLink): Permitem que
seus recursos dentro de uma VPC acessem servigos da AWS (como S3,
DynamoDB, SQS, KMS) e servigos de parceiros ou seus proprios servigos
(via PrivateLink) sem que o trafego precise sair pela internet publica.

o Beneficios de Segurancga: O trafego permanece dentro da rede da
AWS, reduzindo a exposi¢cao a ameacas da internet. Vocé pode usar
politicas de endpoint para controlar ainda mais 0 acesso aos servigos.

o Exemplo pratico: Suas instancias EC2 em uma sub-rede privada
precisam buscar dados de um bucket S3. Em vez de usar um NAT
Gateway para acessar o endpoint publico do S3, vocé pode criar um
VPC Gateway Endpoint para S3. O trafego para o S3 sera roteado
internamente pela rede da AWS.

7. Camadas Adicionais de Protecao de Rede:

o AWS Network Firewall: Um servigo de firewall de rede gerenciado
que permite implantar regras de filtragem de trafego mais granulares e
sofisticadas (stateful, stateless, inspecgéo de protocolo, prevengéo de
intrusodes, filtragem de URL) para proteger suas VPCs. Ele é
implantado em sua VPC e vocé roteia o trafego através dele.

o AWS Web Application Firewall (WAF): Um firewall de aplicacédo web
que ajuda a proteger suas aplicagdes web ou APIls (hospedadas no
Amazon CloudFront, Application Load Balancer, ou API Gateway)
contra exploits web comuns que podem afetar a disponibilidade da
aplicacao, comprometer a seguranga ou consumir recursos
excessivos. Ele inspeciona o trafego HTTP/HTTPS e permite que vocé
configure regras para bloquear padrées de ataque, como injegéao de

SQL, Cross-Site Scripting (XSS), bots maliciosos, etc.



Exemplo pratico de arquitetura de rede segura: Imagine uma aplicagéo web de trés

camadas:

1. Camada Web (Sub-redes Publicas):

o

o

Application Load Balancer (ALB) publico, com AWS WAF associado.
Instancias EC2 de servidor web em um Auto Scaling Group,
distribuidas em multiplas AZs.

Security Group do ALB (sg-alb): Permite entrada nas portas 80/443
dainternet (0.0.6.0/0).

Security Group dos Web Servers (sg-web): Permite entrada nas
portas 80/443 apenas do sg-alb. Permite saida para o Security
Group da camada de aplicagao. Permite SSH (porta 22) apenas de um

Bastion Host SG ou IP de gerenciamento.

2. Camada de Aplicagao (Sub-redes Privadas):

O

Instancias EC2 de servidor de aplicagdo em um Auto Scaling Group,
distribuidas em multiplas AZs.

Security Group dos App Servers (sg-app): Permite entrada na porta
da aplicacao (ex: 8080) apenas do sg-web. Permite saida para o
Security Group da camada de banco de dados e para o NAT Gateway

(para acesso a internet, se necessario).

3. Camada de Banco de Dados (Sub-redes Privadas, diferentes das da

aplicacao para maior isolamento):

o

o

Instancias RDS Multi-AZ.

Security Group do Banco de Dados (sg-db): Permite entrada na
porta do banco de dados (ex: 3306 para MySQL) apenas do sg-app.
As NACLs podem ser mantidas com as regras padrao (permitir tudo)
ou configuradas para bloquear explicitamente IPs conhecidos por
serem maliciosos. O trafego entre as camadas é estritamente
controlado pelos Security Groups. VPC Endpoints seriam usados para

acessar servigos como S3 ou SQS a partir das sub-redes privadas.

Ao combinar esses componentes de seguranga de rede de forma ponderada,

aplicando o principio do menor privilégio e segmentando sua rede, vocé pode criar

um ambiente VPC robusto e seguro para suas aplicagbes na AWS.



Criptografia de dados: Protegendo dados em repouso e em transito

A criptografia € um dos pilares fundamentais da seguranga de dados, transformando
informacdes legiveis (texto claro) em um formato ilegivel (texto cifrado) que s6 pode
ser decifrado com uma chave secreta. Na AWS, vocé tem ferramentas e servigcos
robustos para implementar criptografia em duas fases criticas: quando os dados
estdo sendo transferidos pela rede (em transito) e quando estdo armazenados em

discos ou outros meios (em repouso).

Criptografia de Dados em Transito (Encryption in Transit): Refere-se a protecao
dos seus dados enquanto eles viajam entre sua aplicagao e os servigos da AWS,
entre diferentes servicos da AWS, ou entre seus usuarios e suas aplicagdes. O
objetivo é impedir que interceptadores (man-in-the-middle) consigam ler ou

modificar os dados durante a transmissao.

1. TLS/SSL (Transport Layer Security / Secure Sockets Layer): E o protocolo
criptografico padréo para proteger comunicagées na web e em outras redes.
o HTTPS: Sempre use HTTPS (HTTP sobre TLS/SSL) para todas as
suas aplicagdes web. Isso garante que a comunicagao entre o
navegador do usuario e seu servidor web (ou balanceador de carga,
CDN) seja criptografada.
o Conexodes com Servigos AWS: A maioria dos endpoints de servigo
da AWS suporta e recomenda conexdes HTTPS/TLS. Ao usar AWS
SDKs ou a AWS CLlI, eles geralmente usam TLS por padrao.
o Conexodes de Banco de Dados: Para servigos como Amazon RDS,
vocé pode (e deve) configurar suas aplicagdes para se conectarem a
instancia de banco de dados usando SSL/TLS, criptografando os
dados das consultas e os resultados.
2. AWS Certificate Manager (ACM):
o O ACM é um servigo que simplifica o provisionamento, gerenciamento
e implantagao de certificados SSL/TLS publicos e privados para uso
com servicos da AWS e seus recursos conectados.
o Certificados Publicos: Vocé pode solicitar certificados SSL/TLS
publicos gratuitos do ACM para seus dominios. O ACM cuida da

validagao do dominio e da renovacao automatica dos certificados.



o Integragdo com Servigos AWS: Os certificados do ACM se integram
facilmente com:

m Elastic Load Balancing (ELB): Vocé pode associar um
certificado ACM ao seu Application Load Balancer (ALB) ou
Network Load Balancer (NLB) para terminar conexées HTTPS.

m Amazon CloudFront: Para servir seu conteudo web de forma
segura globalmente via HTTPS.

m Amazon API Gateway: Para proteger suas APIs.

o Certificados Privados: O ACM também pode atuar como uma
Autoridade Certificadora (CA) privada para emitir certificados SSL/TLS
para seus recursos internos (dentro da sua VPC), que n&o sao
publicamente confiaveis, mas sao uteis para criptografar
comunicagoes internas.

o Exemplo préatico: Vocé tem um site www.meusiteexemplo.com
hospedado em instancias EC2 atras de um Application Load Balancer.
Vocé solicita um certificado SSL/TLS publico gratuito para
www.meusiteexemplo.com através do ACM. Apds a validacao do
dominio, vocé associa este certificado ao listener HTTPS do seu ALB.
Agora, todo o trafego entre os navegadores dos seus usuarios e o ALB

é criptografado.

Criptografia de Dados em Repouso (Encryption at Rest): Refere-se a protecéo
dos seus dados enquanto eles estdo armazenados em discos, armazenamento de
objetos, bancos de dados, backups, etc. O objetivo € garantir que, mesmo que um
invasor obtenha acesso fisico ao meio de armazenamento, ele nao consiga ler os

dados sem a chave de criptografia.

1. AWS Key Management Service (KMS):

o O KMS é um servigo gerenciado que facilita a criacédo, o controle e o
uso de chaves de criptografia para proteger seus dados. As chaves
mestras que vocé cria ou que a AWS cria para vocé no KMS sao
chamadas de Customer Master Keys (CMKs). As CMKs nunca saem

do KMS descriptografadas, o que as torna altamente seguras.



o Como Funciona (Criptografia de Envelope): O KMS geralmente usa
um processo chamado criptografia de envelope. Em vez de
criptografar grandes volumes de dados diretamente com uma CMK (o
que seria lento), o KMS gera chaves de dados (data keys) exclusivas
para cada bloco de dados. A chave de dados é usada para criptografar
os dados, e a propria chave de dados é entao criptografada pela CMK.
A chave de dados criptografada é armazenada junto com os dados
criptografados. Para descriptografar, o servigo solicita ao KMS que
descriptografe a chave de dados criptografada (usando a CMK
apropriada), e entdo usa a chave de dados descriptografada para
descriptografar os dados.

o Tipos de CMKs:

m Chaves Gerenciadas pela AWS (AWS Managed CMKs):

Criadas, gerenciadas e usadas em seu nome por um servi¢o da

AWS integrado ao KMS (por exemplo, aws/s3, aws/ebs,

aws/rds). Vocé néo pode gerenciar diretamente essas chaves,
mas pode auditar seu uso.

m Chaves Gerenciadas pelo Cliente (Customer Managed
CMKs): CMKs que vocé cria, possui e gerencia no KMS. Vocé
tem controle total sobre elas, incluindo a definicao de politicas
de chave (quem pode usar ou gerenciar a chave),
habilitacdo/desabilitacdo, rotagao automatica de material de
chave, e adicdo de aliases. Sao mais flexiveis e oferecem maior
controle.

m Importagao de Material de Chave (Bring Your Own Key -
BYOK): Se vocé tem requisitos de conformidade que exigem
que vocé gere e gerencie seu proprio material de chave fora da
AWS, vocé pode importar esse material de chave para uma
CMK no KMS.

m Repositérios de Chaves Personalizados (Custom Key
Stores) com AWS CloudHSM: Para controle ainda maior e
para atender a requisitos regulatorios estritos, vocé pode criar

CMKs que sdo armazenadas e usadas exclusivamente em



modulos de seguranca de hardware (HSMs) do AWS
CloudHSM que vocé controla.

o Integragdo com Servigos AWS: Muitos servicos da AWS se integram
nativamente com o KMS para facilitar a criptografia em repouso,
incluindo S3, EBS, RDS, DynamoDB, SQS, SNS, Lambda, e muitos
outros.

2. Criptografia para Amazon S3:

o Server-Side Encryption (SSE - Criptografia do Lado do Servidor):
Os dados sao criptografados no servidor apds o S3 recebé-los e
descriptografados quando vocé os acessa.

m SSE-S3: O S3 gerencia as chaves de criptografia (AES-256). E
a opg¢ao mais simples.

m SSE-KMS: O S3 usa o AWS KMS para gerenciar as chaves
(CMKs gerenciadas pela AWS ou pelo cliente). Oferece
recursos de auditoria e controle mais granulares sobre as
chaves.

m SSE-C (Customer-Provided Keys - Chaves Fornecidas pelo
Cliente): Vocé gerencia suas préprias chaves de criptografia.
Vocé fornece a chave com cada requisi¢ao de upload (para
criptografar) e download (para descriptografar). O S3 nao
armazena suas chaves.

o Client-Side Encryption (Criptografia do Lado do Cliente): Vocé
criptografa seus dados antes de envia-los para o S3, usando suas
préprias bibliotecas de criptografia e gerenciamento de chaves. O S3
armazena os dados ja criptografados.

o Criptografia Padrao do Bucket: Vocé pode configurar um bucket S3
para criptografar automaticamente todos os novos objetos carregados
nele usando SSE-S3 ou SSE-KMS.

3. Criptografia para Amazon EBS:

o Vocé pode criar volumes EBS criptografados. A criptografia ocorre nos
servidores que hospedam as instancias EC2. Os dados séo
criptografados antes de serem gravados no volume EBS e

descriptografados ao serem lidos.



o A criptografia EBS usa chaves do AWS KMS (seja a chave gerenciada
pela AWS para EBS, aws/ebs, ou uma CMK gerenciada pelo cliente).

o Snapshots criados a partir de volumes EBS criptografados sao
automaticamente criptografados. Volumes criados a partir de
snapshots criptografados também sao criptografados.

o Vocé pode habilitar a "Criptografia por Padrao" (Encryption by Default)
em uma Regido, para que todos os novos volumes EBS e cépias de
snapshots criados em sua conta naquela Regido sejam
automaticamente criptografados.

4. Criptografia para Amazon RDS:

o Vocé pode habilitar a criptografia em repouso para suas instancias de
banco de dados RDS. Isso criptografa o0 armazenamento subjacente
(volumes EBS), backups automatizados, réplicas de leitura e
snapshots.

o A criptografia RDS usa chaves do AWS KMS (a chave padrao
aws/rds ou uma CMK gerenciada pelo cliente).

o A criptografia deve ser habilitada no momento da criagdo da insténcia
DB ou ao restaurar de um snapshot (vocé pode criptografar um
snapshot nao criptografado ao copia-lo e, em seguida, restaurar uma
instancia criptografada a partir da copia criptografada).

5. AWS CloudHSM (Hardware Security Module):

o Para organizagbes com requisitos de conformidade ou seguranga
extremamente rigorosos que exigem o uso de médulos de seguranga
de hardware dedicados, de inquilino unico e validados (FIPS 140-2
Nivel 3).

o O CloudHSM permite que vocé gere e use suas proprias chaves de
criptografia em HSMs fisicos que vocé controla na nuvem AWS. Vocé
tem acesso exclusivo e controle total sobre os HSMs.

o E mais complexo e caro que o KMS, sendo usado para casos de uso

muito especificos.

Exemplo pratico de criptografia combinada: Uma aplicagao web lida com dados de

cartio de crédito de clientes.



1. Em Transito: A comunicacao entre o navegador do cliente e o Application
Load Balancer (ALB) é protegida por HTTPS, usando um certificado SSL/TLS
gerenciado pelo ACM no ALB. A comunicagao entre o ALB e as instancias
EC2 da aplicagao também pode ser configurada para usar HTTPS. A
comunicacao da aplicacdo com o banco de dados RDS usa SSL.

2. Em Repouso:

o Os dados de cartao de crédito (tokenizados, se possivel) armazenados
no banco de dados RDS séao criptografados usando uma CMK
gerenciada pelo cliente no KMS.

o Backups do RDS e snapshots sdo automaticamente criptografados
com a mesma chave.

o Logs de aplicagao contendo informagdes sensiveis, que sdo enviados
para um bucket S3, sao criptografados usando SSE-KMS com uma
CMK diferente, especifica para logs.

o Os volumes EBS das instancias EC2 que processam esses dados

também sao criptografados usando uma CMK do KMS.

Ao implementar estratégias de criptografia robustas tanto para dados em transito
quanto para dados em repouso, utilizando servicos como ACM e KMS, vocé
adiciona camadas significativas de protecéo aos seus dados, ajudando a atender a
requisitos de conformidade e a proteger contra acesso nao autorizado, mesmo em

cenarios de comprometimento de outros controles de seguranca.

Deteccao de ameacgas e monitoramento de seguranga continuo

Proteger sua nuvem AWS nao é um evento unico, mas um processo continuo que
exige vigilancia constante e a capacidade de detectar e responder a ameacas
potenciais. A AWS oferece um conjunto de servigos poderosos projetados para
monitorar suas contas e cargas de trabalho, identificar atividades suspeitas ou

maliciosas e fornecer insights sobre sua postura de seguranca geral.

1. Amazon GuardDuty:
o 0O que é: Um servigo inteligente de deteccdo de ameacgas que

monitora continuamente suas contas, cargas de trabalho (instancias



EC2, contéineres) e dados armazenados na AWS (como no S3) em
busca de atividades maliciosas ou comportamento nao autorizado.

o Como Funciona: O GuardDuty analisa e processa multiplas fontes de
dados, incluindo:

m Logs do AWS CloudTrail (eventos de gerenciamento e
dados S3): Para detectar chamadas de API suspeitas, como o
comprometimento de credenciais ou tentativas de desabilitar
mecanismos de log.

m Logs de Fluxo da VPC (VPC Flow Logs): Para identificar
comunicagdes de rede anémalas, como instancias se
comunicando com enderecos |IP maliciosos conhecidos ou
realizando varreduras de portas.

m Logs de DNS: Para detectar instancias que estdo consultando
dominios associados a malware ou comando e controle (C2).

o Inteligéncia Integrada: Utiliza machine learning, detecgéo de
anomalias e inteligéncia de ameacas integrada (listas de IPs
maliciosos, dominios, etc.) para identificar ameagas com precisao.

o Descobertas (Findings): Quando o GuardDuty detecta uma ameaca
potencial, ele gera uma "descoberta" (finding) detalhada,
classificando-a por gravidade (Alta, Média, Baixa). As descobertas
fornecem informagdes sobre o recurso afetado, a natureza da ameacga
e recomendacdes de remediacao.

o Exemplos de Descobertas: Instancia EC2 comunicando-se com um
servidor de comando e controle de botnet; tentativa de acesso nao
autorizado a um bucket S3 a partir de um IP suspeito; instancia EC2
realizando varredura de portas em outras instancias na VPC;
credenciais IAM comprometidas sendo usadas de uma localizacao
incomum.

o Habilitagao Facil: Pode ser habilitado com alguns cliques no console
e comega a monitorar imediatamente, sem a necessidade de instalar
agentes ou sensores.

2. AWS Security Hub:
o 0O que é: Fornece uma visdo abrangente e centralizada da sua postura

de seguranga na AWS. Ele agrega, organiza e prioriza seus alertas ou



descobertas de seguranca de multiplos servicos da AWS e de
solugdes de parceiros integradas.

o Agregacao de Descobertas: Coleta descobertas de:

m Amazon GuardDuty

m Amazon Inspector (vulnerabilidades)

m Amazon Macie (descoberta de dados sensiveis)
m AWS IAM Access Analyzer (acessos externos)
m AWS Firewall Manager

m E solugbes de seguranga de parceiros.

o Verificagoes de Conformidade Automatizadas: O Security Hub
executa continuamente verificagdes de seguranga automatizadas em
relacéo a padrbes da industria e melhores praticas da AWS, como o
CIS AWS Foundations Benchmark e o Padrdo Fundamental de
Seguranga da AWS (FSBP). Ele gera descobertas para configuragbes
gue nao estdao em conformidade.

o Insights e Priorizagao: Ajuda a correlacionar descobertas e a
priorizar os problemas de segurancga mais criticos.

o Acgoes Personalizadas: Vocé pode configurar agdes personalizadas
para serem acionadas em resposta a descobertas especificas, por
exemplo, enviar uma notificagdo para o Slack ou criar um ticket em um
sistema de gerenciamento de incidentes usando o Amazon
EventBridge.

o Exemplo pratico: O Security Hub pode mostrar que vocé tem 5
descobertas de alta gravidade do GuardDuty, 10 verificagbes de
conformidade do CIS falhando e 2 alertas de vulnerabilidades criticas
do Inspector, tudo em um unico painel, permitindo que sua equipe de
seguranca priorize as agdes de remediagao.

3. Amazon Inspector:

o 0O que é: Um servigo automatizado de gerenciamento de
vulnerabilidades que verifica continuamente suas cargas de trabalho
AWS em busca de vulnerabilidades de software e exposi¢ao nao
intencional a rede.

o Escopo da Verificagao:



Insténcias EC2: Verifica vulnerabilidades de sistema
operacional e pacotes de software.

Imagens de Contéiner no Amazon Elastic Container
Registry (ECR): Verifica vulnerabilidades em imagens de
contéiner antes da implantacgao.

Funcdées AWS Lambda: Verifica vulnerabilidades em codigo de

funcao e dependéncias de camada.

o Como Funciona: O novo Amazon Inspector ndo requer mais a

instalagao de agentes nas instancias EC2 (para sistemas operacionais

suportados que tém o SSM Agent). Ele usa o AWS Systems Manager

Agent (SSM Agent) para coletar inventario de software e metadados.

Para contéineres, ele se integra ao ECR.

o Descobertas e Pontuagao: Gera descobertas detalhadas sobre

vulnerabilidades, incluindo uma pontuagéo de gravidade (CVSS), e

informagdes sobre como remediar.

4. Amazon Macie:

o 0O que é: Um servigo de seguranca e privacidade de dados totalmente

gerenciado que usa machine learning e correspondéncia de padrées

para descobrir, classificar e ajudar a proteger dados sensiveis

armazenados no Amazon S3.

o Funcionalidades:

Descoberta de Dados Sensiveis: |dentifica automaticamente
dados como Informagdes de Identificagdo Pessoal (PIl), dados
financeiros (nUmeros de cartdo de crédito), credenciais, e
informagdes de saude protegidas (PHI).

Visibilidade da Postura de Seguranga do S3: Fornece um
inventario dos seus buckets S3 e avalia sua segurancga (niveis
de acesso publico, politicas de criptografia).

Alertas e Relatérios: Gera descobertas quando dados
sensiveis sao encontrados em locais inesperados ou quando ha

riscos de seguranga nos buckets.

o Exemplo pratico: O Macie pode escanear seus buckets S3 e alerta-lo

se encontrar um arquivo de texto contendo uma lista de numeros de

cartao de crédito que foi acidentalmente tornado publico.



5. AWS CloudTrail:

o

o

O que é: Um servigo que registra todas as chamadas de API (agdes)
feitas em sua conta AWS, seja pelo Console de Gerenciamento, AWS
CLI, SDKs ou outros servicos AWS. E o seu log de auditoria
fundamental.
Informagoes Registradas: Quem fez a chamada de API, quando, de
qual endereco IP, quais recursos foram afetados, e quais parametros
foram usados.
Importancia para Seguranga:
m Auditoria de Conformidade: Rastrear quem fez o qué e
quando.
m Analise Forense: Investigar incidentes de seguranca.
m Deteccao de Atividades Suspeitas: Identificar chamadas de
APl incomuns ou nado autorizadas (o GuardDuty usa logs do

CloudTrail para isso).

o Melhores Praticas:

m Habilitar o CloudTrail em todas as Regides da sua conta.

m Proteger os logs do CloudTrail: Entrega-los a um bucket S3
dedicado, preferencialmente em uma conta de log separada,
com versionamento, criptografia e politicas de acesso restritivas
(incluindo MFA Delete para o bucket).

m Integrar logs do CloudTrail com ferramentas de analise (como
Amazon Athena) ou SIEM (Security Information and Event

Management).

6. VPC Flow Logs:
o Captura informagdes sobre o trafego IP que entra e sai das interfaces

de rede na sua VPC. Embora nao seja estritamente um servigo de
"detec¢ao de ameacas", os logs de fluxo sdo uma fonte de dados
valiosa para analise de seguranga de rede, permitindo identificar
padroes de trafego incomuns, tentativas de comunicagcéo com IPs

maliciosos ou exfiltracdo de dados.

7. Amazon CloudWatch:

o Embora seja um servigo de monitoramento geral, o CloudWatch

desempenha um papel importante na segurancga:



m Coleta de Logs: Muitos servicos podem enviar logs para o
CloudWatch Logs (logs do S3, logs de aplicagdo do EC2, logs
do RDS, etc.).

m Métricas e Alarmes: Vocé pode criar alarmes com base em
métricas de segurancga (por exemplo, numero de falhas de login,
descobertas de alta gravidade do GuardDuty) ou em padrdes
encontrados nos logs (usando filtros de métricas do CloudWatch
Logs).

m Acionamento de Respostas: Alarmes do CloudWatch podem
acionar notificagdes via Amazon SNS ou invocar fungdes AWS
Lambda para automacgao de respostas a incidentes.

o Considere este cenario: Vocé configura um filtro de métrica no
CloudWatch Logs para contar o numero de tentativas de login SSH
falhadas nas suas instéancias EC2 (a partir dos logs do sistema). Se
esse numero exceder um limite em um curto periodo, um alarme do
CloudWatch é acionado, que envia um e-mail para a equipe de
seguranga e talvez adicione o IP de origem a uma lista de bloqueio em

uma NACL via uma fungcdo Lambda.

Ao combinar esses servigcos de detecgcao de ameacas e monitoramento continuo,
vocé ganha visibilidade sobre o que esta acontecendo em seu ambiente AWS, pode
identificar proativamente atividades suspeitas, responder rapidamente a incidentes

de seguranga e manter uma forte postura de seguranga ao longo do tempo.

Outras consideragoes e melhores praticas de seguranga

Além dos pilares fundamentais de 1AM, seguranca de rede, criptografia e detecgéo
de ameacas, existem outras considerag¢des e melhores praticas importantes que

contribuem para uma postura de segurancga abrangente e robusta na nuvem AWS.
Estas praticas muitas vezes envolvem processos, governanga € o0 uso de servigos

adicionais para cobrir diferentes vetores de ataque e requisitos de conformidade.

1. Seguranca Fisica e Ambiental (Responsabilidade Primaria da AWS): E
importante reiterar que, sob o Modelo de Responsabilidade Compartilhada, a

AWS é responsavel pela seguranca fisica de seus data centers globais. Isso



inclui controles de acesso rigorosos as instalagdes, redundancia de energia e
refrigeracao, protecéo contra incéndios e outros desastres ambientais. Os
clientes se beneficiam dessa seguranga de classe mundial sem terem que
investir diretamente nela. Vocé nao precisa se preocupar com quem tem
acesso fisico aos servidores que hospedam seus dados ou com a
manutencao da infraestrutura do data center.

2. Gerenciamento de Patches (Patch Management):

o ParalInstancias EC2 (Responsabilidade do Cliente): Vocé é
responsavel por aplicar patches e atualizagdes de seguranga ao
sistema operacional convidado (Windows, Linux) e a qualquer software
qgue voceé instale em suas instancias EC2.

m AWS Systems Manager Patch Manager: E um servico que
ajuda a automatizar o processo de patching de suas instancias
EC2 (e servidores on-premises gerenciados). Vocé pode definir
janelas de manutencéo, linhas de base de patches (quais
patches aplicar) e escanear suas instancias para identificar
patches ausentes.

o Para Servigos Gerenciados (Responsabilidade da AWS): Para
servigos como Amazon RDS, DynamoDB, Lambda, S3, a AWS
gerencia o patching da infraestrutura subjacente e, em muitos casos
(como no RDS), do software do servigo em si. Vocé pode precisar
configurar janelas de manutencéo para que a AWS aplique esses
patches.

3. Seguranc¢a de Aplicagées:

o Praticas de Desenvolvimento Seguro (Secure SDLC): Incorpore a
seguranga em todo o ciclo de vida de desenvolvimento de software.
Isso inclui treinamento de desenvolvedores em codificagdo segura,
revisdes de codigo focadas em seguranga, modelagem de ameagas e
uso de ferramentas de analise estatica (SAST) e dinamica (DAST) de
segurancga de aplicagoes.

o OWASP Top 10: Esteja ciente e mitigue as vulnerabilidades de
aplicacao web mais comuns identificadas pelo Open Web Application

Security Project (OWASP), como injecao de SQL, Cross-Site Scripting



(XSS), autenticagao quebrada, etc. O AWS WAF pode ajudar a
proteger contra muitas dessas ameacgas.

Testes de Penetragao (Penetration Testing): Realize testes de
penetracdo em suas aplicagdes hospedadas na AWS para identificar
vulnerabilidades. A AWS tem uma politica clara sobre testes de
penetracdo: vocé pode realizar testes em certos servigos sem
aprovacao prévia, mas para outros, ou para testes mais invasivos,
vocé pode precisar notificar ou obter permissao da AWS. Consulte

sempre a politica atualizada.

4. Protecao Contra Negacgao de Servico Distribuida (DDoS):

o

AWS Shield Standard: Habilitado automaticamente para todos os
clientes AWS sem custo adicional. Oferece protecao contra os ataques
DDoS mais comuns e frequentes no nivel da rede (camadas 3 e 4) que
visam seus websites ou aplicacdes.

AWS Shield Advanced: Um servigo pago que fornece protegdo DDoS
aprimorada para aplicagdes rodando no Amazon EC2, Elastic Load
Balancing (ELB), Amazon CloudFront, AWS Global Accelerator e
Amazon Route 53. Oferece detecgao e mitigagdo de ataques mais
sofisticados, visibilidade quase em tempo real dos ataques, integracéo
com o AWS WAF e acesso a Equipe de Resposta DDoS (DRT) da
AWS para suporte durante ataques. Também inclui protegcao contra
custos de picos de uso relacionados a ataques DDoS em seus

recursos protegidos.

5. AWS Well-Architected Framework (Pilar de Seguranga): O AWS

Well-Architected Framework fornece orientagcao arquiteténica para ajuda-lo a

construir e operar sistemas seguros, de alto desempenho, resilientes e

eficientes na nuvem AWS. O Pilar de Seguranga do framework foca em cinco

areas principais:

o

o

o

Gerenciamento de Identidade e Acesso

Controles de Deteccao

Protecao da Infraestrutura

Protecédo de Dados

Resposta a Incidentes Revisar suas arquiteturas em relagéo a este

pilar pode ajuda-lo a identificar areas de melhoria. A AWS oferece o



AWS Well-Architected Tool no console para ajuda-lo a realizar essas

revisoes.

6. Treinamento e Conscientizagcao em Seguranc¢a: O elo mais fraco na

seguranga € muitas vezes o humano. Invista em treinamento regular de

segurancga para toda a sua equipe que interage com a AWS. Isso inclui

conscientizagao sobre phishing, engenharia social, importancia de senhas

fortes e MFA, e as melhores praticas de seguranga especificas da AWS.

7. Plano de Resposta a Incidentes (Incident Response Plan): Apesar de

todas as medidas preventivas, incidentes de seguranga podem ocorrer. Ter

um plano de resposta a incidentes bem definido e praticado é crucial para

minimizar o impacto de um incidente. O plano deve incluir:

o

o

o

Preparacgao: Ferramentas, processos e treinamento.

Identificagao: Como detectar e confirmar um incidente.

Contencao: Como limitar o escopo e a magnitude do incidente.
Erradicagdo: Como remover a causa raiz do incidente.
Recuperagao: Como restaurar os sistemas para a operagao normal.
Licoes Aprendidas (Pés-Incidente): Como melhorar os processos e
controles para prevenir incidentes futuros.

Exemplo pratico: Seu plano de resposta pode incluir etapas como:
isolar a instancia EC2 comprometida (removendo-a do ELB, alterando
seu Security Group), coletar logs e snapshots para analise forense,
notificar as partes interessadas relevantes, e restaurar a partir de um

backup limpo.

8. Governanga e Conformidade Continuas:

o

AWS Config: Use para avaliar, auditar e monitorar continuamente as
configuragcdes dos seus recursos AWS em relagao as politicas de
segurancga e conformidade desejadas. Vocé pode definir regras do
AWS Config para verificar se os recursos estdao em conformidade (por
exemplo, todos os volumes EBS estao criptografados, todos os
buckets S3 bloqueiam o acesso publico).

AWS Artifact: Um portal de autoatendimento no console da AWS que
fornece acesso sob demanda aos relatorios de conformidade da AWS
(como relatérios SOC, ISO, PCI DSS). Util para suas proprias

auditorias de conformidade.



A seguranca na nuvem AWS é uma disciplina abrangente que requer uma
abordagem multicamadas e um compromisso continuo com as melhores praticas.
Ao entender suas responsabilidades, utilizar as ferramentas e servigos de
seguranca fornecidos pela AWS, e incorporar a seguranga em Seus processos e
cultura, vocé pode construir um ambiente robusto e protegido para suas aplicagoes

e dados.

Gerenciamento de custos e otimizagcao de recursos na

AWS: Evitando surpresas na fatura

Entendendo a precificagao da AWS: Modelos comuns e fatores de custo

Um dos aspectos mais atraentes da nuvem AWS é sua flexibilidade e o modelo de
precificagdo que, em sua esséncia, permite que vocé pague apenas pelo que usa.
No entanto, para gerenciar efetivamente seus custos, é crucial entender como essa
precificagao funciona e quais sao os principais fatores que influenciam sua fatura

mensal.

O Modelo Pay-As-You-Go (Pague pelo que Usar): O Principio Fundamental A
vasta maioria dos servigos da AWS opera sob o modelo "pay-as-you-go". Isso
significa que vocé nao tem contratos de longo prazo ou taxas iniciais para a maioria
dos servigos. Vocé é cobrado pelos recursos que consome, geralmente por hora,
por segundo (para alguns servigcos como EC2 Linux), por gigabyte (GB) de
armazenamento, ou por quantidade de requisi¢cdes, dependendo do servigo. Essa
elasticidade permite que vocé escale seus recursos para cima ou para baixo

conforme a necessidade, e sua fatura refletira esse uso dinamico.

Principais Fatores de Custo por Servigo (Exemplos llustrativos): Cada servigo
da AWS tem sua propria estrutura de precificagdo, mas alguns fatores sdo comuns e

importantes de se notar:

e Amazon EC2 (Elastic Compute Cloud):



Tipo de Instancia: Diferentes familias e tamanhos de instancia (ex:
t3.micro, m5.large, c5.2xlarge) tém precgos diferentes por
hora/segundo, refletindo sua capacidade de CPU, memdria e rede.
Horas de Execugao: Vocé paga pelas instancias enquanto elas estéao
no estado running (em execug¢ao). Instancias Linux geralmente sao
cobradas por segundo (com um minimo de 60 segundos), enquanto
instancias Windows podem ter cobranga por hora.

Armazenamento Amazon EBS: Volumes EBS associados as suas
instancias sao cobrados com base no tipo de volume (gp3, i02, etc.) e
na quantidade de armazenamento provisionado (GB/més), além de
IOPS provisionadas para certos tipos.

Transferéncia de Dados: A entrada de dados na AWS é geralmente
gratuita, mas a saida de dados da AWS para a internet tem um custo
por GB (apds um nivel gratuito inicial).

Elastic IP Addresses (EIPs): Um EIP n&o associado a uma instancia
EC2 em execucao incorre em uma pequena taxa horaria. Se estiver
associado a uma instancia em execugao, geralmente n&o ha custo

pelo EIP em si.

e Amazon S3 (Simple Storage Service):

o

o

Quantidade de Armazenamento: Cobrado por GB armazenado por
més, e o precgo varia significativamente dependendo da classe de
armazenamento S3 escolhida (Standard, Intelligent-Tiering,
Standard-IA, Glacier, etc.).

Numero de Requisigoes: Operacdes como PUT, COPY, POST, LIST
e GET tém um custo por milhar ou milhdo de requisigdes.
Transferéncia de Dados: Saida de dados para a internet é cobrada,
assim como transferéncias entre Regides. A entrada de dados é

gratuita.

e Amazon RDS (Relational Database Service):

o

Tipo de Instancia DB: Similar ao EC2, o tipo e tamanho da instancia
de banco de dados (ex: db.t3.micro, db.m5.1large) afetam o

custo por hora.



o Horas de Execugao: Cobrado enquanto a instancia DB esta em
execugao.

o Armazenamento Provisionado: O armazenamento (EBS) alocado
para sua instancia DB é cobrado por GB/més.

o Implantagao Multi-AZ: Habilitar o Multi-AZ para alta disponibilidade
geralmente dobra o custo da instancia DB (pois ha uma instancia
standby).

o Transferéncia de Dados: Similar ao EC2.

o IOPS Provisionadas: Para alguns tipos de armazenamento RDS
(como io1), vocé paga pelas IOPS que provisiona.

o Licengas de Software: Para motores como Oracle ou SQL Server, o
custo da licenga pode estar incluido no pre¢o da instancia RDS ou
vocé pode usar o modelo "Bring Your Own License" (BYOL).

e Amazon DynamoDB:

o Capacidade de Leitura/Escrita:

m Modo Provisionado: Vocé paga pelas Unidades de
Capacidade de Leitura (RCUs) e Unidades de Capacidade de
Escrita (WCUs) que provisiona por hora.

m Modo On-Demand: Vocé paga por milhdo de unidades de
requisi¢cao de leitura e escrita que sua aplicagao realmente
consome.

o Armazenamento de Dados: Cobrado por GB de dados armazenados
por més.

o Transferéncia de Dados: Saida de dados para a internet.

o Recursos Opcionais: Funcionalidades como DynamoDB Streams,
backups PITR (Point-In-Time Recovery), e DynamoDB Accelerator
(DAX) tém seus préprios custos.

e Amazon VPC (Virtual Private Cloud):

o AVPC em si é gratuita. No entanto, alguns componentes dentro da
VPC podem ter custos:

m NAT Gateways: Cobrados por hora de provisionamento e por
GB de dados processados.

m VPC Interface Endpoints (AWS PrivateLink): Cobrados por

hora de provisionamento e por GB de dados processados.



m (VPC Gateway Endpoints para S3 e DynamoDB sao gratuitos).

o Transferéncia de Dados entre Zonas de Disponibilidade (AZs): O
trafego que cruza fronteiras de AZ dentro da mesma Regido (por
exemplo, entre uma instancia EC2 na AZ-A e outra na AZ-B, ou para
uma réplica RDS Multi-AZ) incorre em custos de transferéncia de
dados por GB.

e Amazon CloudWatch:

o Meétricas: O monitoramento basico (métricas a cada 5 minutos) para
muitos servigos € gratuito. Métricas personalizadas e monitoramento
detalhado (métricas a cada 1 minuto para EC2) tém custo.

o Logs: A ingestdo e o armazenamento de logs no CloudWatch Logs
(além do nivel gratuito) sao cobrados por GB.

o Alarmes: Um numero limitado de alarmes é gratuito; alarmes

adicionais tém um pequeno custo mensal.

Transferéncia de Dados (Data Transfer): Um Fator Muitas Vezes Subestimado
E crucial prestar atencdo especial aos custos de transferéncia de dados, pois

podem se tornar significativos se nao forem bem gerenciados:

e Entrada de Dados (Data Inbound) para a AWS: Geralmente gratuita para a
maioria dos servicos a partir da internet.

e Saida de Dados (Data Outbound) da AWS para a Internet: Este € um dos
principais geradores de custo de transferéncia. Apds um nivel gratuito mensal
(que historicamente era de 1GB/més, mas a AWS tem aumentado para
alguns casos, como 100GB/més para todas as Regides, exceto China e
GovCloud), vocé paga por GB de dados transferidos para fora da AWS.

e Transferéncia de Dados entre Regioes AWS: Se vocé transferir dados
entre servigos ou recursos em diferentes Regides da AWS (por exemplo,
replicar dados do S3 de S&o Paulo para N. Virginia), ha um custo por GB.

e Transferéncia de Dados dentro da mesma Regiao, mas entre Zonas de
Disponibilidade (AZs): Como mencionado, o trafego que cruza AZs (por
exemplo, de uma EC2 na sa-east-Ta parauma EC2 na sa-east-1b) é

cobrado por GB. Isso é relevante para arquiteturas de alta disponibilidade.



e Transferéncia de Dados para o Amazon CloudFront: Geralmente, a

transferéncia de dados da sua origem AWS (S3, EC2, ELB) para o

CloudFront é gratuita ou tem custo reduzido. A saida de dados do CloudFront
para os usuarios finais (internet) tem seu préprio modelo de precificagao, que
costuma ser mais vantajoso do que a saida direta do S3/EC2, especialmente

para grandes volumes.

Nivel Gratuito da AWS (AWS Free Tier): Seu Aliado no Aprendizado A AWS

oferece um Nivel Gratuito para ajudar novos clientes a comecar e experimentar os

servicos. E fundamental entender seus componentes:

1.

Servigos "Sempre Gratuitos"” (Always Free): Alguns servigos oferecem um
nivel de uso gratuito continuo, mesmo apds os primeiros 12 meses.
Exemplos incluem 10GB de armazenamento no S3 Standard (embora isso
possa variar, verifique a pagina do Free Tier), 1 milhao de requisi¢des do
AWS Lambda por més, 25GB no DynamoDB.

Servigos Gratuitos por 12 Meses para Novas Contas: Muitos dos servigos
mais populares, como EC2, S3, RDS, tém uma cota mensal de uso gratuito
durante os primeiros 12 meses apos a criagao da sua conta. Por exemplo,
750 horas de instancias EC2 t2 .micro ou t3.micro (Linux ou Windows)
por més, 5GB de armazenamento S3 Standard, 750 horas de instancias RDS
db.t2.micro (para certos motores).

Ofertas de Avaliagao de Curto Prazo (Short-Term Trials): Alguns servigos
podem oferecer um periodo de avaliagdo gratuito ou uma quantidade de

créditos para experimentar.

Importéncia de Entender os Limites do Free Tier: E crucial monitorar seu uso em

relagédo aos limites do Free Tier. Se vocé exceder esses limites (por exemplo, usar

mais de 750 horas de EC2 t2 .micro em um més, ou continuar usando um servigo

apos os 12 meses de gratuidade), vocé comegara a ser cobrado pelas taxas padrao.

O Painel de Faturamento da AWS (Billing Dashboard) geralmente mostra alertas

sobre seu uso do Free Tier.



Compreender esses modelos e fatores de custo € o primeiro passo para evitar
surpresas. No proximo subtdpico, veremos as ferramentas que a AWS fornece para

ajuda-lo a visualizar, controlar e analisar seus gastos.

Ferramentas da AWS para gerenciamento de custos: Visibilidade e

controle

Para gerenciar efetivamente seus custos na AWS e evitar surpresas na fatura, nao
basta apenas entender como a precificagao funciona; vocé precisa de ferramentas
que fornegam visibilidade sobre seus gastos, permitam o controle e ajudem a
identificar oportunidades de otimizagcdo. A AWS oferece um conjunto robusto de
ferramentas de gerenciamento de custos, projetadas para atender a essas

necessidades.

1. AWS Cost Explorer: Esta é uma das ferramentas mais poderosas para
visualizar e analisar seus custos e uso da AWS ao longo do tempo.

o Visualizagao e Analise: O Cost Explorer fornece uma interface
grafica intuitiva onde vocé pode ver seus custos historicos e atuais,
bem como seu uso de servigos. Vocé pode visualizar os dados em
graficos diarios ou mensais.

o Filtros e Agrupamentos: Permite filtrar seus custos e uso por
diversos critérios, como:

m Servigo: Veja quanto vocé esta gastando em EC2, S3, RDS,
etc.

m Conta Vinculada: Se vocé usa AWS Organizations para
gerenciar multiplas contas, pode ver os custos por conta.

m Regiao da AWS: Analise os custos por Regidao geografica.

m Tags de Alocagao de Custos: Se vocé marcou seus recursos
com tags (ex: Projeto, Departamento), pode filtrar e agrupar
0s custos por essas tags.

m Tipo de Instancia, Opg¢ao de Compra (On-Demand, RI,
Savings Plan), etc.

o Previsao de Custos (Forecasting): Com base no seu histérico de

uso, o Cost Explorer pode fornecer uma previsdo dos seus custos para



o final do més ou para os préoximos meses, ajudando no planejamento
orcamentario.

o Identificagdao de Tendéncias e Direcionadores de Custo: Ajuda a
identificar quais servigos ou recursos estao impulsionando seus gastos
e a entender as tendéncias de custo ao longo do tempo.

o Relatérios de Otimizagao de Custos: O Cost Explorer também pode
fornecer recomendacgdes para otimizar seus custos, como sugestdes
para adquirir Instancias Reservadas (RIs) ou Savings Plans com base
no seu uso de instancias On-Demand.

o Exemplo pratico: Utilizando o Cost Explorer, vocé observa um aumento
inesperado nos seus custos com o0 Amazon S3 no ultimo més. Vocé
pode filtrar os custos do S3 por tipo de custo (armazenamento,
requisicoes, transferéncia de dados) e por bucket (se vocé tiver tags
de bucket ativadas para alocagéo de custos) para identificar
exatamente o que causou o aumento — talvez um bucket especifico
esteja armazenando muito mais dados do que o esperado, ou as taxas
de transferéncia de dados para um bucket aumentaram
significativamente.

2. AWS Budgets: O AWS Budgets permite que vocé defina orgamentos
personalizados para seus custos e uso da AWS, e receba alertas quando
esses orcamentos forem excedidos ou estiverem prestes a ser excedidos.

o Definigcao de Orgamentos: VVocé pode criar orgamentos para:

m Custo Total: Um limite para seus gastos totais na AWS.

m Custo por Servigo, Tag, Conta, etc.: Orcamentos mais
granulares.

m Uso: Limites para o uso de determinados servigos (ex: horas de
EC2, GB de armazenamento S3).

m Cobertura de Instdncias Reservadas (RIs) e Savings Plans:
Para monitorar se vocé esta utilizando efetivamente seus
compromissos de Rl/Savings Plan.

o Alertas: Vocé pode configurar limites de alerta (por exemplo, quando o
custo real atingir 80% do orgado, ou quando o custo previsto exceder

100% do orgado). Esses alertas podem ser enviados por e-mail ou



para um topico do Amazon Simple Notification Service (SNS),
permitindo que vocé tome acdes proativas.

o Exemplo pratico: Vocé esta iniciando um novo projeto de
desenvolvimento e estima um custo mensal de US$ 200 para os
recursos AWS. Vocé cria um orgamento no AWS Budgets para US$
200, com um alerta configurado para notifica-lo por e-mail quando
seus custos atingirem 75% (US$ 150) desse valor. Se vocé receber o
alerta no meio do més, sabe que precisa investigar se ha algum
recurso superdimensionado ou desnecessario em execugao.

3. AWS Cost and Usage Report (CUR): O CUR ¢ o relatorio mais detalhado e
abrangente sobre seus custos e uso da AWS.

o Detalhes Granulares: Fornece dados horarios ou diarios sobre cada
tipo de uso e custo, incluindo informacgdes sobre tags, IDs de recursos,
precos, € muito mais.

o Entrega: O relatorio € entregue em um bucket S3 que vocé especifica,
em formato CSV ou Apache Parquet.

o Analise Avangada: Devido a sua granularidade, o CUR ¢ ideal para
analises de custos profundas. Vocé pode carrega-lo em ferramentas
de business intelligence (Bl) como o Amazon QuickSight, consulta-lo
usando o Amazon Athena (que permite executar SQL diretamente em
arquivos no S3), ou integra-lo com solugdes de gerenciamento de
custos de terceiros.

o Para ilustrar: Se vocé precisa entender exatamente quantas horas
uma instancia EC2 especifica com uma determinada tag esteve em
execucao e quanto custou, incluindo a transferéncia de dados
associada a ela, o CUR fornecera esses detalhes no nivel mais
granular.

4. AWS Billing Dashboard (Painel de Faturamento): O painel de faturamento
no Console de Gerenciamento da AWS oferece uma visao geral rapida e
acessivel dos seus gastos.

o Visao Geral: Mostra seus gastos do més atual até o momento, a
fatura do més anterior, e um detalhamento dos principais servigos que

estao contribuindo para seus custos.



o Alertas de Free Tier: Exibe informacdes sobre seu uso do Nivel
Gratuito da AWS, ajudando a monitorar se vocé esta se aproximando
dos limites.

o Preferéncias de Pagamento e Faturas: Permite gerenciar seus
métodos de pagamento, visualizar e baixar faturas anteriores.

5. Tags de Alocacao de Custos (Cost Allocation Tags): As tags séo rotulos
(pares de chave-valor) que vocé pode atribuir aos seus recursos da AWS
(como instancias EC2, buckets S3, volumes EBS, instancias RDS). Elas séo
cruciais para organizar seus recursos e, fundamentalmente, para rastrear
custos.

o Importancia: Ao aplicar tags consistentes (por exemplo,

Projeto:Alfa, Departamento:Marketing,

Ambiente:Producao), vocé pode filtrar e agrupar seus custos no

Cost Explorer e no CUR por essas tags.

o Ativagao: Para que as tags aparecam nos relatérios de custo, vocé
precisa ativa-las como "tags de alocagao de custos" no console de
Gerenciamento de Custos e Faturamento. Pode levar até 24 horas
para que as tags ativadas comecem a aparecer nos relatorios.

o Estratégia de Tagging: Defina uma estratégia de tagging clara e
consistente para sua organizagao para garantir que os custos possam
ser atribuidos corretamente a diferentes centros de custo, projetos ou
aplicacoes.

o Exemplo pratico: Sua empresa tem trés projetos principais: X, Y e Z.
Vocé marca todos os recursos AWS associados a cada projeto com a

tag Projeto e o valor correspondente (X, Y ou Z). No final do més,

vocé pode usar o Cost Explorer para gerar um relatério mostrando
exatamente quanto cada projeto gastou, facilitando o chargeback
interno ou a analise de rentabilidade.

6. AWS Trusted Advisor (Verificagoes de Otimizacao de Custos): O Trusted
Advisor € um servigo que atua como seu consultor na nuvem, fornecendo
recomendacgdes para ajuda-lo a seguir as melhores praticas da AWS em
cinco categorias: otimizagao de custos, desempenho, seguranga, tolerancia a

falhas e limites de servico.



o Recomendacgoes de Custo: Na categoria de otimizacao de custos, o
Trusted Advisor pode identificar:
m Instancias EC2 ociosas ou subutilizadas.
m Volumes EBS ndo anexados ou subutilizados.
m Elastic IPs ndo associados.
m Oportunidades para adquirir Instdncias Reservadas (RIs) ou
Savings Plans com base no seu historico de uso.
m Balanceadores de carga ociosos.
o Niveis de Acesso: Algumas verificagbes do Trusted Advisor estéo
disponiveis para todos os clientes, enquanto o conjunto completo de
verificagbes requer um plano de Suporte AWS pago (Developer,

Business ou Enterprise).

Ao utilizar essas ferramentas de forma combinada, vocé ganha a visibilidade
necessaria para entender seus gastos, o controle para definir limites e receber
alertas, e os insights para identificar onde vocé pode otimizar e reduzir sua fatura da
AWS, transformando o gerenciamento de custos de uma tarefa reativa para uma

pratica proativa.
Estratégias de otimizagao de custos: Reduzindo sua fatura da AWS

Compreender como a AWS precifica seus servigos e quais ferramentas estao
disponiveis para monitorar os gastos € apenas o comego. O préximo passo, e
muitas vezes o0 mais impactante, € implementar estratégias ativas para otimizar
seus recursos e reduzir sua fatura mensal. A AWS oferece diversas abordagens e
modelos de precificacdo que, quando bem utilizados, podem levar a economias

significativas.

1. Escolher o Modelo de Precificagdo Correto para EC2 e Outros Servigos
de Computagao: A AWS oferece diferentes modelos de compra para
instancias EC2, que também se aplicam de forma similar a outros servigos de
computacdo como Fargate e Lambda (através de Savings Plans).

o Instancias On-Demand (Sob Demanda):



m Como funciona: Vocé paga pela capacidade de computacao
por hora ou por segundo (dependendo da instancia e do SO),
sem compromissos de longo prazo.

m ldeal para: Aplicagdes com cargas de trabalho de curto prazo,
irregulares ou imprevisiveis que nao podem ser interrompidas.
Também para desenvolvimento, teste e primeiras fases de uma
aplicagao.

m Custo: E 0 modelo mais flexivel, mas também o mais caro por
hora.

o Savings Plans:

m Como funciona: Um modelo de precificagao flexivel que
oferece descontos significativos (até 72% em relagcéo aos
precos On-Demand) em troca de um compromisso de uso de
uma certa quantidade de poder computacional (medido em
$/hora) por um periodo de 1 ou 3 anos.

m Tipos:

m Compute Savings Plans: Oferecem a maior
flexibilidade. Os descontos se aplicam automaticamente
ao uso de instancias EC2, independentemente da familia
da instancia, tamanho, sistema operacional, locagao ou
Regiao da AWS. Também se aplicam ao uso do AWS
Fargate e AWS Lambda.

m EC2 Instance Savings Plans: Oferecem os maiores
descontos (até 72%), mas exigem um compromisso com
uma familia de instancias especifica (ex: m5, c5) em uma
Regido especifica. No entanto, ainda oferecem
flexibilidade para alterar o tamanho da instancia (ex: de
m5.large param5.2xlarge), sistema operacional ou
locacéo (compartilhada/dedicada) dentro dessa familia
na Regiao.

m Ideal para: Cargas de trabalho com uso consistente ou
previsivel.

o Instancias Reservadas (Reserved Instances - Rls):



m Como funciona: Também oferecem descontos significativos
(até 75% para EC2, e descontos similares para RDS, Redshift,
ElastiCache, DynamoDB) em troca de um compromisso de 1 ou
3 anos com um tipo de instancia especifico e Regiao.

m Flexibilidade: Menos flexiveis que os Savings Plans para EC2
(especialmente os Compute Savings Plans). Existem Rls
Padrao (Standard RIs), que oferecem maior desconto mas nao
permitem mudar a familia da instancia, e Rls Conversiveis
(Convertible Rls), que oferecem menor desconto mas permitem
trocar a familia da instancia, SO ou locagao.

m Opcoes de Pagamento: Sem Adiantamento (No Upfront),
Adiantamento Parcial (Partial Upfront), Adiantamento Total (All
Upfront). Quanto maior o adiantamento, maior o desconto.

m ldeal para: Cargas de trabalho muito estaveis onde vocé pode
prever suas necessidades de capacidade para servigos
especificos como RDS, Redshift, etc., por um longo periodo.
Para EC2, os Savings Plans sao geralmente mais
recomendados devido a maior flexibilidade.

o Instancias Spot (Spot Instances):

m Como funciona: Permitem que vocé solicite capacidade EC2
nao utilizada na nuvem AWS com descontos que podem chegar
a até 90% em relagao aos pregos On-Demand. Os precos das
Instancias Spot flutuam com base na oferta e demanda de
capacidade Spot.

m Interrupgodes: A principal caracteristica (e ressalva) das
Instancias Spot é que a AWS pode interrompé-las (reivindicar a
capacidade de volta) com um aviso de dois minutos se precisar
dessa capacidade para clientes On-Demand ou com Reservas.

m Ideal para: Cargas de trabalho tolerantes a falhas, flexiveis e
que podem ser interrompidas e reiniciadas, como
processamento em lote, andlise de big data, renderizagao de
video, simulacdes cientificas, ou para complementar a

capacidade de frotas de Auto Scaling.



o Exemplo pratico de decisdo: Se vocé tem uma aplicagao web com

uma carga base constante rodando em instancias EC2 24/7, adquirir
um Savings Plan de 1 ou 3 anos para cobrir essa carga base pode
reduzir seus custos de EC2 em mais de 50%. Para picos de trafego
ocasionais, vocé pode usar instancias On-Demand ou até mesmo
integrar Instancias Spot em seu Auto Scaling Group se a aplicagéo for

tolerante a interrupgoes.

2. Dimensionamento Correto (Right Sizing) dos Recursos: Um dos erros

mais comuns que leva a gastos desnecessarios é o superdimensionamento

de recursos.

o

o

Analise de Uso: Use o Amazon CloudWatch para monitorar métricas
como utilizacdo da CPU, memodria, rede e I/O de disco de suas
instancias EC2 e RDS. O AWS Cost Explorer e 0 AWS Compute
Optimizer também podem fornecer insights.

Redimensionamento: Se vocé identificar instancias que estao
consistentemente subutilizadas (por exemplo, CPU média abaixo de
20%), considere redimensiona-las para um tipo de instancia menor ou
para uma familia de instancias mais adequada a carga de trabalho.
AWS Compute Optimizer: Este servico usa machine learning para
analisar o histérico de configuragéo e utilizagdo dos seus recursos e
recomendar configuragdes 6timas (como tipos de instancia EC2,
tamanhos de volume EBS, configuragdes do Lambda) para reduzir

custos e melhorar o desempenho.

3. Desligar ou Excluir Recursos Nao Utilizados: Parece 6bvio, mas muitos

custos desnecessarios vém de recursos que foram provisionados e depois

"esquecidos".

o

O

Instancias EC2: Pare (Stop) instancias EC2 de desenvolvimento,
teste ou outras cargas de trabalho nao produtivas fora do horario
comercial ou quando n&o estiverem em uso. Lembre-se que instancias
paradas ainda incorrem em custos de armazenamento EBS. Se uma
instancia ndo € mais necessaria, termine-a (Terminate).

Volumes EBS Nao Anexados: Identifique e exclua volumes EBS que

nao estdo anexados a nenhuma instancia EC2.



o Snapshots EBS Antigos: Embora os snapshots sejam incrementais,
eles ainda consomem armazenamento. Revise e exclua snapshots
que n&o sao mais necessarios para seus objetivos de retengao de
backup.

o Elastic IPs Nao Associados: Um EIP ndo associado a uma instancia
em execugao incorre em uma pequena taxa horaria. Libere os EIPs
qgue vocé nao esta usando.

o Balanceadores de Carga Ociosos: Exclua ELBs que n&o estao
direcionando trafego para nenhuma instancia.

o Automacao: Use scripts (por exemplo, com AWS Lambda e Amazon
EventBridge) para agendar o desligamento e a inicializagéo de
recursos nao produtivos automaticamente.

4. Otimizar Armazenamento (S3 e EBS):

o Amazon S3:

m Classes de Armazenamento: Use a classe de armazenamento
S3 mais apropriada para cada tipo de dado com base em seus
padrdes de acesso (S3 Standard para dados quentes, S3
Standard-lA ou One Zone-IA para dados mornos, S3 Glacier
Instant Retrieval, Flexible Retrieval ou Deep Archive para dados
frios/arquivamento).

m Politicas de Ciclo de Vida do S3: Configure regras para mover
automaticamente objetos para classes de armazenamento mais
baratas a medida que envelhecem ou para exclui-los apdés um
periodo definido.

m Versionamento S3: Se o versionamento estiver habilitado,
lembre-se de que versdes antigas de objetos consomem
armazenamento. Use politicas de ciclo de vida para expirar
versdes nao atuais.

m S3 Storage Lens: Para obter visibilidade sobre o uso do seu
armazenamento S3 e identificar oportunidades de otimizagéo.

o Amazon EBS:

m Tipo de Volume Correto: Escolha o tipo de volume EBS (gp3,

i02, st1, sc1) que corresponda aos requisitos de desempenho



da sua aplicagado sem superprovisionar. gp3 geralmente oferece
o melhor equilibrio prego-desempenho e flexibilidade para a
maioria das cargas de trabalho.

m Provisionamento Adequado: Provisione apenas o tamanho de
armazenamento e, para 101/102/gp3, as IOPS/throughput que

vocé realmente precisa.

5. Usar Auto Scaling e Arquiteturas Serverless:

o

o

Auto Scaling (para EC2, ECS, DynamoDB Provisionado): Configure
o Auto Scaling para adicionar ou remover capacidade dinamicamente
em resposta a demanda real. Isso garante que vocé tenha recursos
suficientes para lidar com picos, mas nao pague por capacidade
ociosa durante periodos de baixa demanda.

Arquiteturas Serverless (AWS Lambda, AWS Fargate, Amazon API
Gateway, Amazon DynamoDB On-Demand): Com servigos
serverless, vocé paga apenas pelo tempo de execugao do seu codigo
(Lambda), pelo uso de vCPU/memdria por segundo (Fargate), pelas
requisicdes a sua API (APl Gateway) ou pelas unidades de requisigao
de leitura/escrita (DynamoDB On-Demand). Ndo ha servidores para
gerenciar ou capacidade ociosa para pagar. |ldeal para aplicagbes com
trafego esporadico, picos imprevisiveis ou que podem ser

decompostas em microservigos orientados a eventos.

6. Otimizar a Transferéncia de Dados:

o

Amazon CloudFront (CDN): Use o CloudFront para entregar seu
conteudo web (imagens, videos, arquivos estaticos) para usuarios
finais. O CloudFront armazena em cache seu conteudo em Pontos de
Presencga (Edge Locations) proximos aos seus usuarios, o que
melhora o desempenho e geralmente reduz os custos de transferéncia
de dados de saida da AWS para a internet (Data Transfer Out).
Minimizar Transferéncia entre AZs e Regides: Projete sua
arquitetura para manter os dados o0 mais proximo possivel dos
recursos de computagao que os processam. Transferéncias de dados

entre AZs e entre Regides tém custo.



o Compressao de Dados: Comprima os dados antes de transferi-los
pela rede para reduzir a quantidade de dados transferidos.

o VPC Endpoints: Use VPC Endpoints para acessar servicos da AWS
(como S3, DynamoDB) a partir de sua VPC sem que o trafego precise
passar pela internet ou por um NAT Gateway, o que pode reduzir
custos de NAT Gateway e melhorar a seguranca.

7. Gerenciamento de Licencgas de Software: Para software como Windows
Server ou Microsoft SQL Server rodando em instancias EC2 ou Amazon
RDS, avalie cuidadosamente as opgdes de licenciamento:

o License Included (Licencga Inclusa): A AWS fornece a licenga, e o
custo esta embutido no preco da instancia. Conveniente, mas pode ser
mais caro.

o Bring Your Own License (BYOL - Traga Sua Prépria Licenga): Se
vocé ja possui licengas elegiveis com Software Assurance da
Microsoft, pode usa-las em hardware dedicado da AWS (como EC2

Dedicated Hosts), 0 que pode ser mais econémico.

Implementar essas estratégias requer um esforgco continuo de monitoramento,
analise e ajuste. A otimizagdo de custos ndo € um evento unico, mas um ciclo
iterativo que pode levar a economias substanciais e a um uso mais eficiente dos

seus recursos na AWS.

Criando uma cultura de consciéncia de custos (FinOps na nuvem)

O gerenciamento eficaz de custos na nuvem AWS vai além da simples aplicagao de
ferramentas e estratégias técnicas; ele requer uma mudanca cultural dentro da
organizagao, promovendo uma consciéncia de custos (cost awareness) em todas
as equipes que utilizam a plataforma. Esta abordagem, muitas vezes referida como
FinOps (Cloud Financial Operations), busca alinhar as decisdes tecnolégicas com
os objetivos financeiros, garantindo que o valor de negécio obtido com a nuvem

justifique os gastos.

Construir uma cultura FinOps envolve varios elementos-chave:



1. Responsabilidade Compartilhada (para Custos): Assim como existe um
modelo de responsabilidade compartilhada para seguranga, deve haver um
para custos. As equipes de desenvolvimento (Dev) e operagdes (Ops), que
provisionam e gerenciam 0s recursos, precisam entender o impacto
financeiro de suas decisdes. Os custos da nuvem nao devem ser vistos
apenas como um problema da equipe financeira ou de uma equipe central de
TI.

o Empoderamento: Dé as equipes as ferramentas e informagdes (como
acesso ao Cost Explorer ou relatérios de custo especificos de seus
projetos) para que possam ver os custos que estdo gerando.

o Exemplo pratico: Uma equipe de desenvolvimento lanca um novo
ambiente de teste com instancias EC2 grandes e o deixa rodando
continuamente. Se eles tiverem visibilidade do custo diario desse
ambiente, serdo mais propensos a desliga-lo fora do horario de
trabalho ou a dimensiona-lo corretamente.

2. Visibilidade Continua dos Custos: A transparéncia é fundamental. Os
custos da nuvem devem ser visiveis e compreensiveis para as partes
interessadas relevantes.

o Dashboards de Custo: Crie dashboards (usando Amazon QuickSight
com dados do CUR, ou ferramentas de terceiros) que mostrem os
custos por projeto, departamento, aplicagao ou ambiente.

o Relatérios Regulares: Envie relatorios de custo periddicos (diarios,
semanais, mensais) para os proprietarios dos recursos ou gerentes de
projeto.

o Alertas de Orgamento (AWS Budgets): Configure alertas para
notificar as equipes quando os gastos se aproximarem dos limites
orcamentarios definidos.

3. Governanga de Custos: Implementar politicas e controles para guiar o
provisionamento de recursos e o gerenciamento de custos.

o Politicas de Tagging Obrigatérias: Exija que todos os recursos
sejam marcados (tagging) com tags de alocacéo de custos relevantes
(Projeto, CentroDeCusto, Proprietario, Ambiente) no momento da
criagcao. Recursos sem tags podem ser mais dificeis de rastrear e

atribuir.



o Controles de Provisionamento:

AWS Service Catalog: Permite criar e gerenciar catalogos de
produtos de Tl aprovados para uso na AWS. As equipes podem
provisionar apenas os produtos aprovados (com configuragdes
padronizadas e otimizadas para custo), em vez de terem
liberdade total para lancar qualquer tipo de recurso.

Politicas de Controle de Servigo (SCPs) no AWS
Organizations: Podem ser usadas para restringir quais
servigos ou tipos de instédncia podem ser langados em

determinadas contas ou Unidades Organizacionais (OUs).

o Processos de Aprovagao para Recursos Caros: Para recursos ou

configuragdes que excedam um certo limite de custo, pode ser

necessario um processo de aprovacao.

4. Revisoes Regulares de Custos e Otimizagao: A otimizagcéo de custos € um

processo iterativo.

o Reunides de Revisao de Custos: Realize reunides periddicas (por

exemplo, mensais ou quinzenais) com representantes das equipes de

tecnologia e finangas para:

Analisar os gastos do periodo.

Identificar anomalias ou aumentos inesperados.

Discutir oportunidades de otimizacgéao (right sizing, adog¢ao de
Savings Plans, limpeza de recursos ociosos).

Acompanhar o progresso das iniciativas de otimizagao.

o Ciclo de Otimizagao Continua: Informar (visibilidade) -> Otimizar

(implementar mudangas) -> Operar (manter e governar).

5. Experimentagao com Foco em Custo: Ao testar novas arquiteturas,

servigos ou funcionalidades, sempre inclua as implicagdes de custo como

parte da avaliagao.

o Custo como um Requisito Nao Funcional: Assim como

desempenho e seguranga, o custo deve ser considerado um fator de

design.

o Use o AWS Pricing Calculator para estimar os custos de novas

solugdes antes da implantagéo.



6. Gamificagao e Incentivos (Opcional, mas pode ser eficaz): Algumas
organizagdes introduzem elementos de gamificagdo ou incentivos para
encorajar as equipes a otimizar os custos.

o Exemplo: Reconhecer publicamente as equipes que alcangam as
maiores economias de custo ou que demonstram as melhores praticas
de gerenciamento de custos.

7. Treinamento e Capacitagcao em FinOps: Invista em treinamento para que
as equipes entendam os modelos de precificagdo da AWS, as ferramentas de
gerenciamento de custos e as estratégias de otimizagdo. Desenvolvedores
gue entendem como suas escolhas de arquitetura impactam os custos séo

mais propensos a construir solugdes eficientes.

Exemplo pratico de cultura FinOps em agdo: Uma empresa de software esta

desenvolvendo varios microservigos.

1. Visibilidade: Cada microservigo € marcado com uma tag MicroservicolID.

Dashboards no QuickSight mostram o custo por microservigo em tempo real.

2. Responsabilidade: A equipe de desenvolvimento de cada microservigo é
responsavel por monitorar e otimizar seus custos.

3. Governancga: Existe uma politica de que todos os ambientes de
desenvolvimento/teste devem ser desligados automaticamente as 20h e
reiniciados as 8h, implementada via scripts Lambda. O Service Catalog
oferece apenas tipos de instancia EC2 e RDS aprovados e dimensionados
para desenvolvimento.

4. Otimizagao: Nas reunides quinzenais de revisao de arquitetura e custo, as
equipes compartilham as otimizagdes que fizeram (por exemplo, migrar uma
funcéo para Lambda em vez de EC2, ou identificar um bucket S3 com dados
que poderiam ser movidos para uma classe de armazenamento mais barata).

5. Alertas: Cada equipe de microservigo tem um orgamento configurado no
AWS Budgets e recebe alertas se os custos do seu microservigo excederem

0 esperado.

Ao fomentar uma cultura onde todos se sentem responsaveis pelos custos da
nuvem e tém as ferramentas e o conhecimento para tomar decisdes informadas, as

organizagdes podem maximizar o valor que obtém da AWS, garantindo que os



gastos estejam alinhados com os objetivos de negdcio e evitando desperdicios

desnecessarios. FinOps n&o é apenas sobre economizar dinheiro, mas sobre gastar

de forma inteligente na nuvem.

Evitando cobrancgas inesperadas: Dicas praticas para iniciantes

Para quem esta comegando na AWS, especialmente utilizando o Nivel Gratuito

(Free Tier) para aprendizado e experimentagcdo, uma das maiores preocupacgoes &

receber uma fatura inesperada com custos que nao estavam previstos. Seguir

algumas dicas praticas pode ajudar a minimizar esse risco e a manter seus gastos

sob controle enquanto vocé explora a plataforma.

1. Monitore o AWS Free Tier de Perto:

o

o

Entenda os Limites: O Free Tier tem limites especificos para cada
servigo (por exemplo, 750 horas de EC2 t2 .micro, 5GB de S3
Standard, 20GB de EBS gp2/gp3). Familiarize-se com esses limites na
pagina oficial do AWS Free Tier.

Acompanhe seu Uso: O Painel de Faturamento da AWS (AWS Billing
Dashboard) geralmente exibe um resumo do seu uso do Free Tier,
mostrando o quanto vocé ja consumiu dos seus limites mensais.
Verifique isso regularmente.

Lembre-se da Duragao: Muitos beneficios do Free Tier sdo validos
apenas por 12 meses apos a criagao da sua conta. Apds esse periodo,

0 uso desses servicos sera cobrado pelas taxas padrao.

2. Configure Alertas de Orcamento (AWS Budgets) Imediatamente:

o Mesmo que vocé planeje ficar dentro do Free Tier, configure um

orcamento no AWS Budgets com um limite de custo muito baixo (por
exemplo, US$ 5, US$ 10 ou US$ 20).

Configure alertas para notifica-lo por e-mail quando seus custos reais
ou previstos atingirem, digamos, 50% e 100% desse pequeno
orgamento.

Isso funcionara como uma rede de seguranga. Se vocé acidentalmente

provisionar um recurso pago ou exceder um limite do Free Tier, sera



notificado rapidamente antes que os custos se acumulem
significativamente.

Para ilustrar: Vocé esta aprendendo sobre o Amazon SageMaker (um
servico de machine learning que pode ter custos se n&do usado com
cuidado). Se vocé configurar um alerta de orgamento de US$10, e um
experimento no SageMaker comecar a gerar custos, vocé sera
alertado e podera parar o experimento antes que ele consuma muito

do seu orgcamento.

3. Cuidado com Recursos "Esquecidos” que Geram Custos Continuos:

Alguns recursos da AWS continuam a incorrer em custos mesmo que n&o

estejam sendo ativamente utilizados, ou mesmo apds a instancia principal

associada a eles ter sido parada ou terminada. Fique atento a:

o

Elastic IP Addresses (EIPs) Nao Associados: Um EIP n&do anexado
a uma instancia EC2 em execucéao é cobrado por hora. Se vocé
desassociar um EIP de uma instancia e ndo precisar mais dele,
libere-o (Release Elastic IP address).

Volumes EBS de Instancias Terminadas: Por padrao, quando vocé
termina uma instancia EC2, o volume EBS raiz é excluido se a opg¢ao
"Delete on Termination" estiver marcada. No entanto, se essa opg¢ao
nao estiver marcada, ou para volumes EBS secundarios que vocé
anexou, o volume persistira (e continuara sendo cobrado) apds a
terminacgao da instancia. Verifique periodicamente a secao "Volumes"
no console do EC2 para identificar e excluir volumes nao utilizados.
Snapshots EBS Antigos: Snapshots sdo uteis para backup, mas
cada snapshot consome armazenamento no S3 e tem um custo.
Revise e exclua snapshots que ndo sdo mais relevantes para seus
objetivos de retengéo.

NAT Gateways: Os NAT Gateways sao cobrados por hora enquanto
estdo provisionados e pelos dados que processam. Se vocé criou um
NAT Gateway para um teste e ndo precisa mais dele, exclua-o.

Load Balancers Ociosos: Balanceadores de carga (ELB, ALB, NLB)
sao cobrados por hora enquanto estdo provisionados, mesmo que nao
estejam direcionando trafego para nenhuma instancia. Exclua os que

nao estio em uso.



o

Instancias RDS Paradas (se aplicavel e por tempo limitado):
Embora parar uma instancia RDS economize nos custos de
computagdo, vocé ainda paga pelo armazenamento provisionado. O
RDS também tem limites de quanto tempo uma instancia pode ficar

parada antes de ser iniciada automaticamente.

4. Entenda a Transferéncia de Dados (Data Transfer):

o

o

Saida para a Internet: A transferéncia de dados da AWS para a
internet (Data Transfer Out) € uma fonte comum de custos
inesperados. O Free Tier geralmente inclui uma pequena cota de saida
gratuita, mas o trafego acima disso é cobrado.

Transferéncia entre Zonas de Disponibilidade (AZs): Se vocé tem
recursos se comunicando extensivamente entre diferentes AZs na
mesma Regido (por exemplo, uma instancia EC2 na AZ-A acessando
um banco de dados RDS na AZ-B, ou trafego para uma réplica
Multi-AZ), essa transferéncia de dados também tem um custo.
Exemplo pratico: Vocé hospeda um arquivo grande no S3 e o
compartilha publicamente. Se milhares de pessoas baixarem esse
arquivo, os custos de Data Transfer Out podem aumentar

rapidamente. Usar o CloudFront pode ajudar a mitigar isso.

5. Termine o que Vocé Nao Precisa Mais (Nao Apenas Pare):

o

Stop vs. Terminate para EC2:

m Stop (Parar): Desliga a instancia, mas o volume EBS raiz (e
outros volumes EBS anexados) persistem e continuam a ser
cobrados. Vocé néo paga pelas horas de computagao da
instancia parada. Ideal se vocé planeja reiniciar a instancia em
breve.

m Terminate (Terminar): Exclui permanentemente a instancia. Se
"Delete on Termination" estiver marcado para o volume EBS
raiz (o padrao), ele também sera excluido. Esta é a acao correta
para recursos que vocé nao usara mais, para garantir que todas
as cobrancas associadas cessem.

Considere este cenario: Vocé langou uma instancia EC2 para um
laboratério rapido do curso. Ao final do laboratério, se vocé apenas

"parar" a instancia, o armazenamento EBS continuara gerando custos.



Se vocé nao pretende usar essa instancia especifica novamente,
"termina-la" é a melhor opg¢ao para evitar cobrancas.

6. Leia a Documentagao de Precificagcao dos Servigos: Antes de comegar a
usar um novo servigo da AWS de forma mais intensiva, reserve um tempo
para ler a pagina de precificagao oficial desse servigo. Ela detalhara todos os
componentes que sao cobrados e como os custos s&o calculados. O "AWS
Pricing Calculator" (Calculadora de Pregos da AWS) também é uma
ferramenta util para estimar os custos de uma arquitetura antes de
implementa-la.

7. Use o Usuario Raiz (Root User) com Extrema Cautela e Segurancga:
Embora nao seja diretamente uma dica de custo, comprometer seu usuario
raiz pode levar a um desastre financeiro se um ator mal-intencionado ganhar
acesso e provisionar recursos caros em sua conta. Sempre proteja seu
usuario raiz com uma senha muito forte e MFA, e ndo o use para tarefas
diarias. Use usuarios IAM com permissdes limitadas.

8. Verifique sua Fatura Detalhada: No final de cada ciclo de faturamento, ou
mesmo durante o més através do Billing Dashboard, analise sua fatura
detalhada. Isso pode ajuda-lo a entender exatamente de onde vém seus
custos e a identificar quaisquer cobrangas que pare¢cam incorretas ou
inesperadas. Se vocé tiver duvidas, pode contatar o Suporte da AWS (o

suporte para questdes de faturamento é geralmente gratuito).

Seguindo estas dicas, vocé estara muito mais preparado para explorar a AWS com
confianca, aproveitando os beneficios do Free Tier para aprender e experimentar, ao
mesmo tempo em que minimiza o risco de receber uma fatura com surpresas
desagradaveis. A conscientizagao sobre os custos € uma habilidade essencial para

qualquer usuario da nuvem.
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